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Abstract. Let Λ be a lattice in Rn, and let Z ⊆ Rm+n be a definable family in

an o-minimal structure over R. We give sharp estimates for the number of lattice

points in the fibers ZT = {x ∈ Rn : (T, x) ∈ Z}. Along the way we show that for any
subspace Σ ⊆ Rn of dimension j > 0 the j-volume of the orthogonal projection of ZT

to Σ is, up to a constant depending only on the family Z, bounded by the maximal

j-dimensional volume of the orthogonal projections to the j-dimensional coordinate
subspaces.

1. Introduction

Let Λ be a lattice in Rn, and let Z be a subset of Rm+n. We consider Z as a

parameterized family of subsets ZT = {x ⊆ Rn : (T, x) ∈ Z} of Rn. One is often led

to the problem of estimating the cardinality |Λ ∩ ZT | as the parameter T ranges over

an infinite set. According to a general principle one would expect that, if the sets ZT

are reasonably shaped, a good estimate for |Λ ∩ ZT | is given by Vol(ZT )/ det Λ. The

situation is relatively easy if ZT = TZ1 for some fixed subset Z1 of Rn and as T ∈ R

tends to infinity.1 However, in many situations the family Z is more complicated, and

typically described by inequalities such as

f1(T1, . . . , Tm, x1, . . . , xn) ≤ 0, . . . , fN (T1, . . . , Tm, x1, . . . , xn) ≤ 0,(1.1)

where the fi are certain real valued functions on Rm+n, e.g., polynomials. Using the

language of o-minimal structures from model theory we prove for fairly general families

Z an estimate for |Λ ∩ ZT |, which is quite precise in terms of the geometry of the sets

ZT , and the geometry of the lattice Λ.

A classical result, although restricted to Λ = Zn, was proven by Davenport [7, The-

orem].
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1However, even if ZT = TZ1 is compact it is not necessarily true that |Λ∩ZT | = Vol(Z1)Tn/ det Λ+
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to the claim in the first paragraph of [7].
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Theorem 1.1 (Davenport). Let n be a positive integer, and let ZT be a compact set in

Rn that satisfies the following conditions.

(1) Any line parallel to one of the n coordinate axes intersects ZT in a set of points,

which, if not empty, consists of at most h intervals.

(2) The same is true (with j in place of n) for any of the j dimensional regions

obtained by orthogonally projecting ZT on one of the coordinate spaces defined

by equating a selection of n − j of the coordinates to zero, and this condition is

satisfied for all j from 1 to n− 1.

Then

||ZT ∩ Zn| −Vol(ZT )| ≤
n−1∑
j=0

hn−jVj(ZT ),

where Vj(ZT ) is the sum of the j-dimensional volumes of the orthogonal projections of

ZT on the various coordinate spaces obtained by equating any n− j coordinates to zero,

and V0(ZT ) = 1 by convention.

A drawback of Davenport’s theorem is that the conditions (1) and (2) are often

difficult to verify. Various authors have given similar estimates for general lattices with

simpler, possibly milder, conditions on the set; see [33] for a discussion on that. Classical

results are known for homogeneously expanding sets whose boundary is parameterizable

by certain Lipschitz maps, see, e.g., [17, Theorem 5.1, Chap. 3], or [28, Theorem] for

a refined version. Masser and Vaaler [18, Lemma 2] gave a counting result for sets

satisfying the above Lipschitz condition but which are not necessarily homogeneously

expanding, and moreover, the dependence on the lattice was made explicit. Masser and

Vaaler’s result was refined by the second author [31, Theorem 5.4] to get a sharp error

term (for balls such sharp estimates have been obtained by Schmidt in [26, Lemma 2]).

However, all these results for general lattices have one drawback in common: usually, a

direct application yields nontrivial estimates only if the volume is much larger than the

diameter; e.g., if T ∈ R tends to infinity we usually require diam(ZT )n−1 = o(Vol(ZT )).

We shall illustrate this problem more explicitly after we have stated our theorem.

Of course, Davenport’s theorem can easily be generalized to arbitrary lattices. With

a bit care, using standard results from Geometry of Numbers, one gets the error term

(ignoring a factor depending only on n)

n−1∑
j=0

h′(ZT )n−j
V ′j (ZT )

λ1 · · ·λj
,(1.2)

where λ1, . . . , λn are the successive minima of Λ (with respect to the zero-centered unit

ball), V ′j (ZT ) is the supremum of the volumes of the orthogonal projections of ZT to the

j-dimensional linear subspaces, and h′ is what we get instead of h when in Davenport’s
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conditions “line parallel to one of the n coordinate axes” and “orthogonally projecting ZT

on one of the coordinate spaces defined by equating a selection of n−j of the coordinates to

zero” are replaced by “line” and “any projection of ZT on any j-dimensional subspace”.

Now the quantity V ′j (ZT ) is definitely not so nice to work with as Vj(ZT ). Moreover,

proving the existence of uniform upper bounds for h′(ZT ) (i.e., independent of T ) is often

troublesome and awkward. Therefore it would be nice to have some general but mild

conditions on the family Z that allow us to replace h′(ZT ) by a uniform constant cZ and

V ′j (ZT ) by Vj(ZT ).

At this point it might be worthwhile to emphasize that even if the sets ZT are simply

given by a finite number of squares in R2 we cannot expect that V ′j (ZT ) ≤ cVj(ZT ) for

some absolute constant c; consider the sets Cn × Cn in [1, Example 2.67] for a simple

counterexample. The latter example indicates that such an inequality would require a

rather strong hypothesis on the family Z. Also, to handle h′ we need that the number

of connected components of a projection of ZT when intersected with a line is uniformly

bounded.

The setting of o-minimal structures delivers exactly the required topological proper-

ties, and therefore seems to be the natural framework suitable for our problem. Further-

more, it provides a rich and flexible structure, including many of the relevant examples.

We are using the notation of [9] and [7]. We write N = {1, 2, 3, . . .} for the set of

positive integers.

Definition 1.2. An o-minimal structure is a sequence S = (Sn)n∈N of families of subsets

in Rn such that for each n:

(1) Sn is a boolean algebra of subsets of Rn, that is, Sn is a collection of subsets of

Rn, ∅ ∈ Sn, and if A,B ∈ Sn then also A ∪B ∈ Sn, and Rn\A ∈ Sn.

(2) If A ∈ Sn then R×A ∈ Sn+1 and A× R ∈ Sn+1.

(3) {(x1, . . . , xn) : xi = xj} ∈ Sn for 1 ≤ i < j ≤ n.

(4) If π : Rn+1 → Rn is the projection map on the first n coordinates and A ∈ Sn+1

then π(A) ∈ Sn.

(5) {r} ∈ S1 for any r ∈ R and {(x, y) ∈ R2 : x < y} ∈ S2.

(6) The only sets in S1 are the finite unions of intervals and points. (“Interval”

always means “open interval” with infinite endpoints allowed.)

Following the usual convention, we say a set A is definable (in S) if it lies in some

Sn.

Next we give some important examples of o-minimal structures, following the presen-

tation of Scanlon in [25]. For each n ∈ N let Fn be a collection of functions f : Rn → R
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that we call distinguished functions. If g, h : Rn → R are built from the coordinate

functions, constant functions and distinguished functions by composition (provided it is

defined), then we say

{x ∈ Rn : g(x) < h(x)},

{x ∈ Rn : g(x) = h(x)},

are atomic sets. Now let us consider the smallest family of sets in Rn (for various n)

that contains all atomic sets, and is closed under finite unions and complements, and

images of the usual projection maps π : Rn+1 → Rn onto the first n coordinates. For the

following choices of F =
⋃
n Fn, the resulting family consists precisely of the definable

sets in a particular o-minimal structure:

(1) Falg = {polynomials defined over R},
(2) Fan = Falg ∪ {restricted analytic functions},
(3) Fexp = Falg ∪ {the exponential function exp : R→ R},
(4) Fan,exp = Fan ∪ Fexp.

By a restricted analytic function we mean a function f : Rn → R, which is zero outside

of [−1, 1]n, and is the restriction to [−1, 1]n of a function, which is real analytic on an

open neighborhood of [−1, 1]n.

For the first example note that by the Tarski-Seidenberg theorem every set in this

family is a boolean combination of atomic sets, and thus is semialgebraic. This implies

(6) in Definition 1.2, and (1)-(5) are clear. The o-minimality of example (2) is due to

Denef and van den Dries [8], while (3) is due to Wilkie [34]. Van den Dries and Miller

[11] proved the o-minimality of the fourth example.

From now on, and for the rest of the paper, we suppose that our o-minimal structure

S contains the semialgebraic sets. Recall that a set A is definable if it lies in some Sn.

For a set Z ⊆ Rm+n we call ZT = {x ∈ Rn : (T, x) ∈ Z} a fiber of Z. From this

viewpoint it is natural to call Z a family. In particular, we call Z a definable family if

Z is a definable set. We write λi = λi(Λ) for i = 1, . . . , n for the successive minima of Λ

with respect to the zero-centered unit ball B0(1), i.e., for i = 1, ..., n

λi = inf{λ : B0(λ) ∩ Λ contains i linearly independent vectors}.

Also recall that Vj(ZT ) is the sum of the j-dimensional volumes of the orthogonal pro-

jections of ZT on every j-dimensional coordinate subspace of Rn. We shall see that if

Z is a definable family with bounded fibers ZT then the j-dimensional volumes of the

orthogonal projections of ZT on any j-dimensional coordinate subspace of Rn exist and

are finite, and also the volume Vol(ZT ) exists and is finite.
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Theorem 1.3. Let m and n be positive integers, let Z ⊆ Rm+n be a definable family,

and suppose the fibers ZT are bounded. Then there exists a constant cZ ∈ R, depending

only on the family Z, such that∣∣∣∣|ZT ∩ Λ| − Vol(ZT )

det Λ

∣∣∣∣ ≤ cZ n−1∑
j=0

Vj(ZT )

λ1 · · ·λj
,

where for j = 0 the term in the sum is to be understood as 1.

Up to the constant cZ , our estimate is best-possible. To see this we take Λ =

λ1e1Z + · · · + λnenZ with 0 < λ1 ≤ · · · ≤ λn, and the semialgebraic set Z, defined

as the union of Z(j) = {(T, x) ∈ R1+n : T ≥ 0, x ∈ ([0, T ]j × {0}n−j + λjej)} taken over

j = 1, . . . , n− 1 > 0. Hence, for T ≥ 0 we get∣∣∣∣|ZT ∩ Λ| − Vol(ZT )

det Λ

∣∣∣∣ =

n−1∑
j=1

j∏
p=1

([
T

λp

]
+ 1

)
≥ 2−n

n−1∑
j=0

Vj(ZT )

λ1 · · ·λj
.

Next let us consider a simple application. Suppose we want to count lattice points

in the fibers ZT of the family Z as defined in (1.1) by the 2n polynomial functions

fI(T, x) =
∏
I x

2
i − T 2, where I runs over all subsets of {1, 2, . . . , n}, n ≥ 2. This

problem occurs if one counts algebraic integers in a totally real field k, and of bounded

Weil height. Now we have Vol(ZT ) = 2nT (log T )n−1 + O(T (log T )n−2), and moreover,

Vj(ZT ) = O(T (log T )n−2). Obviously, our family Z is a semialgebraic set. Applying

Theorem 1.3 we get an asymptotic formula.

Now suppose we want to derive a similar statement from the counting results in [18] or

[31] ([17] cannot be applied as ZT is not homogeneously expanding). Then we require to

parameterize the boundary of ZT by a finite number of Lipschitz maps φ : [0, 1]n−1 → Rn.

This can certainly be done, even with a single map. But the diameter of ZT has size of

order T , and thus the Lipschitz constant L of this map is necessarily of this size. This

gives an error term of order Tn−1 which exceeds the “main term”, at least if n > 2.

Possibly one can resolve this problem by using many parameterizing maps instead of just

one. But even in this single case it is not obvious how to do this.

Now the aforementioned example of counting integers in k of bounded height is

covered by more general and precise results in [32]. But in a subsequent paper [2] the

first author will apply Theorem 1.3 to deduce the asymptotics of algebraic integers of

bounded height and of fixed degree over a given number field k. The special case k = Q

follows from a result of Chern and Vaaler [6] but the general result appears to be new.

In an ongoing project we give a more elaborate application of Theorem 1.3, which,

in conjunction with previous results of the second author, might lead to some new in-

stances of Manin’s conjecture on the number of k-rational points of bounded height on

the symmetric square of Pn, where k is an arbitrary number field. The special case k = Q
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follows easily from a theorem of Schmidt [27, Theorem 4a], which in turn follows from

his results on the number of quadratic points of bounded height [27, Theorem 3a] and

Davenport’s theorem.

In recent times o-minimal structures have successfully been used for problems in num-

ber theory. Using ideas that date back to a paper by Bombieri and Pila [4], and were

further developed in various articles of Pila, Pila and Wilkie [23] gave upper bounds for

the number of rational points of bounded height on the transcendental part of definable

sets. These results in turn have been applied to problems in Diophantine geometry (see

[24], [22], [19], [20] and [16]). However, to the best of the authors’ knowledge, o-minimal

structures have not been used so far to establish asymptotic counting results.

The paper is organized as follows. In Section 2 we use Geometry of Numbers, and

follow arguments of Thunder [29] to generalize Davenport’s theorem to arbitrary lat-

tices with an error term as in (1.2). In Section 3 we collect some basic facts about

o-minimal structures, as well as some deeper results like the cell-decomposition Theo-

rem, the Reparametrization Lemma (originally due to Yomdin [36], [35], and Gromov

[15, p.232], and refined by Pila and Wilkie [23]), and the existence of definable Skolem

functions. Then, in Section 4, we use the fact that there are uniform upper bounds for

the number of connected components of fibers of definable sets, to establish a uniform

upper bound for our quantity h′. In Section 6 we establish a geometric inequality that

allows us to substitute V ′j (ZT ) of (1.2) with Vj(ZT ).

This is the core argument of the paper, and the strategy is, roughly speaking, as

follows. For each 1 ≤ j ≤ n − 1 and any j-dimensional subspace Σ we construct a

j-dimensional definable subset of ZT that projects to Σ with maximal volume. Locally,

the volume of the projection onto Σ can be bounded by the sum of the volumes of the

projections onto the j-dimensional coordinate spaces, so globally we only have to worry

about these projections being non-injective. However, o-minimality provides a bound for

the number of pre-images for each such projection, which is uniform in T and Σ, and

this is sufficient.

To carry out the aforementioned strategy we require some concepts and results from

geometric measure theory such as rectifiability and Hausdorff measure/dimension, which

we derive and recall in Section 5. The Reparametrization Lemma implies the required

rectifiability assumptions for bounded definable sets. Finally, in Section 7 we put all

together to prove Theorem 1.3.

Some of the potential users of our theorem may not be familiar with o-minimality.

Therefore, we have given definitions, and proofs or references, even for the most basic
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concepts, and results. For the same reason we also have restricted ourselves to the set-

theoretic language instead of the model-theoretic approach, although the latter often

leads to simpler and quicker proofs.

2. Geometry of numbers

By [5, Lemma 8 p.135] there exists a basis v1, . . . , vn of the lattice Λ such that

|vi| ≤ iλi for i = 1, . . . , n. We let Ψ be the automorphism of Rn defined by Ψ(vi) = ei,

where e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1) is the standard basis of Rn. Hence, we

have Ψ(Λ) = Zn.

Lemma 2.1. Let D ⊆ Rn be a compact set such that Ψ(D) satisfies the hypothesis (1)

and (2) of Theorem 1.1. Then∣∣∣∣|D ∩ Λ| − Vol(D)

det Λ

∣∣∣∣ ≤ n−1∑
j=0

hn−jVj(Ψ(D)),

Proof. Clearly, we have

|D ∩ Λ| = |Ψ(D) ∩ Zn|,

and Vol(Ψ(D)) = |det Ψ|Vol(D). The inverse of Ψ corresponds to the matrix with

columns v1, . . . , vn, and therefore |det Ψ|−1 = det Λ. As D is compact also Ψ(D) is

compact. Applying Theorem 1.1 yields the claim. �

In the next two lemmas we simply reproduce arguments of Thunder from [29] to

obtain an error term as anticipated in (1.2).

Let 1 ≤ j ≤ n − 1, let I be any subset of {1, . . . , n} of cardinality j, and let I be

its complement. Let ΣI and ΛI be respectively the subspace of Rn and the sublattice of

v1Z + · · ·+ vnZ generated by the vectors vi, i ∈ I. For any set D ⊆ Rn we define

DI = {x ∈ ΣI : x+ y ∈ D for some y ∈ ΣI} .

This is nothing but the projection of D to ΣI with respect to ΣI .

Lemma 2.2. Suppose D ⊆ Rn is compact. Then, for every j = 1, . . . , n− 1,

Vj(Ψ(D)) ≤
∑
|I|=j

2j

Bj

Volj
(
DI
)

λ1 · · ·λj
,

where Bj is the volume of the j-dimensional unit-ball.

Proof. The orthogonal projection of Ψ(D) to the coordinate subspace spanned by ei,

i ∈ I for some choice of I, corresponds to the projection DI of D to ΣI with respect to

ΣI . Therefore we have that

Vj(Ψ(D)) =
∑
|I|=j

Volj
(
DI
)

detΛI
.
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As λi(ΛI) ≥ λi for 1 ≤ i ≤ j we deduce from Minkowski’s second theorem

detΛI ≥
Bj
2j
λ1 · · ·λj ,

and this proves the lemma. �

Definition 2.3. Suppose D ⊆ Rn is compact, and suppose 0 < j < n. We define

V ′j (D) to be the supremum of the volumes of the orthogonal projections of D to any

j-dimensional linear subspace of Rn, and we set V ′0(D) = 1.

Lemma 2.4. Suppose D ⊆ Rn is compact. Then for any j = 1, . . . , n − 1 and any

I ⊆ {1, . . . , n} with |I| = j there exists a constant c = c(n, j) such that

Volj
(
DI
)
≤ cV ′j (D).

Proof. Let v′i be the vectors defined by

v′i =
v1 ∧ · · · ∧ vi−1 ∧ vi+1 ∧ · · · ∧ vn

|v1 ∧ · · · ∧ vn|
=
v1 ∧ · · · ∧ vi−1 ∧ vi+1 ∧ · · · ∧ vn

detΛ
.

Now let Σ⊥
I

be the linear subspace generated by v′i, i ∈ I (and thus orthogonal to ΣI).

Let D̂I be the orthogonal projection of D on Σ⊥
I

. This means

D̂I =
{
x ∈ Σ⊥

I
: x+ y ∈ D for some y ∈ ΣI

}
.

There exists a linear transformation ϕ between ΣI and Σ⊥
I

that maps a point of ΣI to

its orthogonal projection on Σ⊥
I

. Note that ϕ(DI) ⊆ D̂I because, for every x ∈ DI ,

x = z + y for some z ∈ D and y ∈ ΣI , and ϕ(x) = x + y′ for some y′ ∈ ΣI , and thus

ϕ(x) = z + (y + y′) ∈ D̂I . Moreover, ϕ is an injective map. Indeed, suppose we had

x, y ∈ ΣI with the same image, then x− y ∈ ΣI ∩ΣI , which means x = y. Therefore we

can see ϕ as an automorphism of Rj . We want to bound the determinant of the inverse

of ϕ. Let

x =
∑
i∈I

aivi ∈ ΣI .

Since x−ϕ(x) ∈ ΣI and by definition vp ·v′q = δpq, we have, for every i ∈ I, (x−ϕ(x))·v′i =

0 and ai = x · v′i = ϕ(x) · v′i. Thus,

|x| ≤
∑
i∈I
|ai||vi| ≤

∑
i∈I
|ϕ(x)| |v′i| |vi|.

The condition |vi| ≤ iλi, the definition of v′i and Minkowski’s second Theorem imply that

|v′i||vi| ≤
∏
p |vp|

detΛ
≤
n!
∏
p λp

detΛ
≤ n!2n

Bn
.

Thus,

|x| ≤ j n!2n

Bn
|ϕ(x)|,

and this implies

‖ϕ−1‖op ≤ j
n!2n

Bn
,
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where ‖ · ‖op is the operator norm. Suppose ϕ−1 corresponds to the matrix (apq)
j
p,q=1

then ‖ϕ−1‖op ≥ maxp,q {|apq|}. By Hadamard’s inequality

∣∣det
(
ϕ−1

)∣∣ ≤ j∏
p=1

(
j∑
q=1

a2
pq

)1/2

≤
(√

j‖ϕ−1‖op
)j
.

Finally, since DI ⊆ ϕ−1
(
D̂I
)

,

Volj
(
DI
)
≤ Volj

(
ϕ−1

(
D̂I
))
≤
(
j3/2n!2n

Bn

)j
Volj

(
D̂I
)
≤
(
j3/2n!2n

Bn

)j
V ′j (D).

�

3. O-minimal structures

In this section we state the basic properties used later on. Most of the results are

taken literally from [9].

We start with a list of simple facts that will be used in the sequel, sometimes without

explicitly referring to them.

Lemma 3.1.

i) A,B ∈ Sn ⇒ A ∩B ∈ Sn;

ii) A ∈ Sn, B ∈ Sm ⇒ A×B ∈ Sn+m;

iii) A ∈ Sn, 1 ≤ k ≤ n⇒ {(x1, . . . , xk, x1, . . . , xn) : (x1, . . . , xn) ∈ A} ∈ Sk+n;

iv) A ∈ Sn, σ a permutation on n coordinates ⇒ σA ∈ Sn;

v) A ∈ Sn ⇒ πC(A) ∈ Sn, where C is a coordinate subspace in Rn and πC is the

orthogonal projection to C;

vi) S ∈ Sm+n, a ∈ Rm ⇒ Sa = {x ∈ Rn : (a, x) ∈ S} ∈ Sn.

Proof. The statement i) is obvious from Definition 1.2. For ii) we use that A × B =

A× Rm ∩ Rn ×B. Now iii) follows easily. For iv) we note that σA is the projection to

the first n coordinates of the definable set ∩ni=1{(u, x) ∈ Rn × A : ui = xσ(i)}. Then, v)

follows immediately. Finally, for vi) we note that Sa = π(S∩{a}×Rn), where π projects

to the last n coordinates. �

Recall that a subset X of Rn is definable (in the o-minimal structure S) if X ∈ Sn.

Also recall that our o-minimal structure S contains the semialgebraic sets.

Definition 3.2. Suppose X ⊆ Rn is definable then we say that f : X → Rm is a definable

function (in S) if its graph Γ(f) = {(x, f(x)) : x ∈ X} is definable (in S). We say that

f is bounded if its graph is a bounded set.
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Let ϕ be an endomorphism of Rn. Then we will identify ϕ with the vector (ϕ(e1), . . . , ϕ(en)) ∈
Rn2

, where e1, . . . , en is the standard basis of Rn. A set of the form

(3.1)
{

(ϕ, x, y) ∈ Rn
2+2n : y = ϕ(x)

}
,

is defined by polynomial equalities, and hence is definable.

Now suppose X is a definable set, and let

C(X) = {f : X → R : f is definable and continuous},

and

C∞(X) = C(X) ∪ {−∞,∞}.

For f and g in C∞(X) we write f < g if f(x) < g(x) for all x ∈ X. In this case we put

(f, g)X = {(x, r) ∈ X × R : f(x) < r < g(x)}.

It is not difficult to see that (f, g)X is a definable subset of Rn+1, e.g., (−∞, g)X is a

projection of the definable set {(x, z, y, z) ∈ Γ(g)× R2 : y < z}.

We now come to the definition of cells which are particularly simple definable sets.

Definition 3.3. Let (i1, . . . , in) be a sequence of zeros and ones of length n. A (i1, . . . , in)-

cell is a definable subset of Rn obtained by induction on n as follows:

(1) A (0)-cell is a one-element set {r} ⊆ R, a (1)-cell is a nonempty interval (a, b) ⊆
R.

(2) Suppose (i1, . . . , in)-cells are already defined; then a (i1, . . . , in, 0)-cell is the graph

Γ(f) of a function f ∈ C(X), where X is a (i1, . . . , in)-cell; further, a (i1, . . . , in, 1)-

cell is a set (f, g)X , where X is a (i1, . . . , in)-cell and f, g ∈ C∞(X) with f < g.

A cell in Rn is an (i1, . . . , in)-cell for some (necessarily unique) sequence (i1, . . . , in).

Lemma 3.4. Each cell is connected in the usual topological sense.

Proof. This follows from [9, Exercise 7, p.59] combined with [9, Ch.3, (2.9) Proposition].

�

We need another definition.

Definition 3.5. A decomposition of Rn is a special kind of partition into finitely many

cells. Again the definition is by induction on n:

(1) a decomposition of R is a collection

{(−∞, a1), (a1, a2), . . . , (ak,∞), {a1}, . . . , {ak}},
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where a1 < · · · < ak are points in R.

(2) a decomposition of Rn+1 is a finite partition of Rn+1 into cells A such that the set of

projections π(A) is a decomposition of Rn. (Here π : Rn+1 → Rn is the usual projection

map on the first n coordinates.)

A decomposition D of Rn is said to partition a set S ⊆ Rn if each cell in D is either

part of S or disjoint from S. We can now state the following theorem, which is a special

case of the cell decomposition theorem ([9, Ch.3, (2.11)] or [12, 4.2]).

Theorem 3.6. Given a definable set S ⊆ Rn there is a decomposition of Rn partitioning

S.

Proof. This follows immediately from (In) in [9, Ch.3, (2.11)]. �

We recall the definition of dimension of a definable set from [9, Ch.4].

Definition 3.7. Let S ⊆ Rn be nonempty and definable. The dimension of S is defined

as

dim S = max{i1 + · · ·+ in : S contains an (i1, . . . , in)− cell}.

To the empty set we assign the dimension −∞.

Note that a definable set of dimension zero is a finite collection of points. Next we

collect some basic facts about definable functions. These will be used in the sequel,

sometimes without further mention.

Lemma 3.8. Suppose f : A → B is a definable function and suppose C is a nonempty

definable subset of A. Then

i) A and f(A) are definable;

ii) The restriction f |C : C → B is definable;

iii) If f is bijective then f−1 : B → A is definable;

iv) If f is bijective then dim A = dim B.

Proof. The claim i) follows immediately from the definition, similarly ii) by noting that

Γ(f |C) = Γ(f) ∩ (C × f(A)), and iii) is obvious. For iv) we refer to [9, Ch.4, (1.3)

Proposition (ii)], �

Definition 3.9. Let S ⊆ Rn be a definable set of dimension d > 0. Let P be a finite

set of definable functions φ : (0, 1)d → S such that
⋃
φ∈P φ

(
(0, 1)d

)
= S. We call P a

parametrization of S. Let α ∈ (N ∪ {0})d be a multi index write |α| =
∑
αi and, for

φ = (φ1, . . . , φn) ∈ P,

φ(α) =

(
∂|α|φ1

∂α1x1 · · · ∂αdxd
, · · · , ∂|α|φn

∂α1x1 · · · ∂αdxd

)
.
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We call P a p-parametrization if every φ ∈ P is of class C(p) and has the property that

φ(α) is bounded for each α ∈ (N ∪ {0})d with |α| ≤ p.

Theorem 3.10 (Pila, Wilkie). For any p ∈ N, and any bounded definable set S of

positive dimension, there exists a p-parametrization of S.

Proof. This is a special case of [23, Theorem 2.3]. �

Let D ⊆ Rn be nonempty. We say f : D → Rm is a Lipschitz map if there exists a

real constant L such that

|f(x)− f(y)| ≤ L|x− y| for all x, y ∈ D.

Corollary 3.11. Let S ⊆ Rn be bounded and definable, and suppose dim S = d > 0.

Then S can be parameterized by a finite number of Lipschitz maps φ : (0, 1)d → S.

Proof. By Theorem 3.10 any bounded definable set S of dimension d can be param-

eterized by a finite number of maps φ : (0, 1)d → S with uniformly bounded partial

derivatives. This implies the claim (see also [9, Ch.7, (2.8) Lemma]).

�

Proposition 3.12. [9, Ch.3, (3.5) Proposition] Let π : Rm+n → Rm be the projection

on the first m coordinates. If C is a cell in Rm+n and a ∈ π(C), then Ca is a cell in Rn.

Moreover, if D is a decomposition of Rm+n and a ∈ Rm then the collection

Da := {Ca : C ∈ D, a ∈ π(C)}

is a decomposition of Rn.

Corollary 3.13. Let S ⊆ Rm+n be a definable family. Then there exists a number

MS ∈ N such that for each a ∈ Rm the set Sa ⊆ Rn can be partitioned into at most MS

cells. In particular, each fiber Sa has at most MS connected components.

Proof. By the cell decomposition theorem there exists a decomposition D of Rm+n parti-

tioning S. Then for each a ∈ Rm the decomposition Da of Rn consists of at most |D| cells

and partitions Sa. So we can take MS = |D|. The last statement follows from Lemma

3.4. �

Another important property of o-minimal structures is the possibility of “lifting”

projections. In model-theoretic terms this might be rephrased as existence of definable

Skolem functions.

Proposition 3.14. [9, Ch.6, (1.2) Proposition] If S ⊆ Rm+n is definable and π :

Rm+n → Rm is the projection on the first m coordinates, then there is a definable map

f : π(S)→ Rn such that Γ(f) ⊆ S.
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The proof of [9, Ch.6, (1.2) Proposition] actually shows that there is an algorithmic

way to construct the Skolem function f . The construction of f is of no importance for

us but we will use the fact that this choice of f is determined by S and π.

We write cl(A) and int(A) for the the topological closure and the interior of the set

A respectively. Also recall that bd(A) denotes the topological boundary of A.

Lemma 3.15. Suppose Z ⊆ Rm+n is definable. Then {(T, x) : x ∈ int(ZT )}, {(T, x) :

x ∈ cl(ZT )}, and {(T, x) : x ∈ bd(ZT )} are definable.

Proof. The first statement is [9, Ch.1, (3.7) Exercise (ii)]. For the second set note that

x ∈ cl(ZT ) is equivalent to x /∈ int(Rn\ZT ), and, moreover, Rn\ZT = (Rm+n\Z)T .

Hence, {(T, x) : x ∈ cl(ZT )} = Rm+n\{(T, x) : x ∈ int((Rm+n\Z)T )}, which is definable

by our first statement. Finally, as {(T, x) : x ∈ bd(ZT )} = {(T, x) : x ∈ cl(ZT )}\{(T, x) :

x ∈ int(ZT )} we get the last statement. �

4. The Davenport constant

If D ⊆ Rn satisfies the conditions (1) and (2) in Theorem 1.1 then we say h is a

Davenport constant for D. Of course, this has nothing to do with the classical Davenport

constant of a finite abelian group.

Lemma 4.1. Let Z ⊆ Rm+n be a definable family. There exists a natural number

M = MZ , depending only on Z, such that for every T ∈ Rm and every endomorphism Ψ

of Rn the number M is a Davenport constant for Ψ(ZT ).

Proof. Let I be a nonempty subset of {1, . . . , n} and let πCI
be the orthogonal projection

of Rn on the coordinate subspace CI generated by the ei, i ∈ I. Recall the notation of

(3.1) in Section 3 and let W be the set

(4.1) W =
{

(Ψ, T, x) ∈ Rn
2+m+n : x ∈ Ψ(ZT )

}
.

Note that, up to a coordinate permutation, W is the projection to the first n2 +m+ n

coordinates of the definable set
{

(Ψ, x, T, y) ∈ Rn2+n+m+n : x = Ψ(y)
}
∩
(
Rn2+n × Z

)
.

By Lemma 3.1 and the fact that semialgebraic sets are definable, this is a definable set.

Moreover, note that

W(Ψ,T ) = Ψ(ZT ).

Let us set some notation we need. We indicate by π′CI
the endomorphism of Rn2+m+n

defined by (Ψ, T, x) 7→ (Ψ, T, πCI
(x)). A line in CI parallel to ei0 is determined by |I|−1

reals and therefore we indicate it by (li)i∈I\{i0}.



14 FABRIZIO BARROERO AND MARTIN WIDMER

Let I ⊆ {1, . . . , n} be nonempty and i0 ∈ I, we consider the sets

BI,(i0) =
{(

(li)i∈I\{i0},Ψ, T, x
)
∈ R|I|−1 × Rn

2+m+n :

(Ψ, T, x) ∈ π′CI
(W ), li = xi for i ∈ I \ {i0}

}
.

Again by elementary properties mentioned in Section 3, these are definable sets . A fiber

B
I,(i0)
((li),Ψ,T ) is exactly the intersection of π′CI

(W )(Ψ,T ) = πCI
(W(Ψ,T )) = πCI

(Ψ(ZT )) and

the line (li)i∈I\{i0} parallel to ei0 in the subspace CI .

Now we use Corollary 3.13 to find a uniform bound M I,(i0) for the number of con-

nected components of the fibers B
I,(i0)
((li),Ψ,T ) of BI,(i0). This means that M I,(i0) is a bound

on the number of connected components of the intersection of πCI
(Ψ(ZT )) with any line

of CI parallel to ei0 , for any choice of Ψ and T . Finally, we can take M to be the

maximum of the M I,(i0) for all the possible choices of I and i0 ∈ I.

�

5. Hausdorff measure and rectifiability

We also require the j-Hausdorff measure Hj . For the definition and properties of the

Hausdorff measure we refer to [14] or [21].

Lemma 5.1. Suppose 1 ≤ j ≤ n, A ⊆ Rn and suppose A is j-Hausdorff measurable.

Furthermore, let ϕ : Rn → Rn be an endomorphism. Then Hj(ϕ(A)) ≤ ‖ϕ‖jopHj(A).

Moreover, if ϕ is an orthogonal projection we have Hj(ϕ(A)) ≤ Hj(A). If ϕ is in the

orthogonal group On(R) then we have Hj(ϕ(A)) = Hj(A).

Proof. The first claim follows from [13, 2.4.1 Theorem 1]. If ϕ is in On(R) or if ϕ is an

orthogonal projection then ‖ϕ‖op = 1. If ϕ ∈ On(R) then also ϕ−1 ∈ On(R), and we

apply the previous with ϕ−1 and ϕ(A). �

Proposition 5.2. Suppose A ⊆ Rn is nonempty and definable. Then dim A coincides

with the Hausdorff dimension. Moreover, if dim A = d and A is bounded, then A is

j-Hausdorff measurable for every j with d ≤ j ≤ n. Finally, Hd(A) <∞ and Hj(A) = 0

for j > d.

Proof. See [10, last paragraph on p.177]. The last claim follows from the definition of

Hausdorff dimension. �

It is well known that on Rn the n-Hausdorff measure coincides with the Lebesgue

measure (see [21, 2.8. Corollary]). This, together with Proposition 5.2, implies that a

definable set in Rn of dimension < n has volume zero. Also recall that any bounded set

that is open or closed is measurable and has finite volume.
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Lemma 5.3. Let A ⊆ Rn be a bounded definable set. Then Vol(bd(A)) = 0. In particu-

lar, A is measurable and Vol(int(A)) = Vol(A) = Vol(cl(A)).

Proof. By [9, Ch.4, (1.10) Corollary] we have dim bd(A) < n. This, combined with the

previous observation yields Vol(bd(A)) = 0. �

Berarducci and Otero [3] have proven measurability results for more general o-

minimal structures expanding a field, not necessarily R. E.g., [3, 2.5 Theorem] implies

that any bounded definable set is measurable.

Lemma 5.4. Let Z ⊆ Rm+n be a definable family and suppose the fibers ZT are bounded.

Then for 1 ≤ j ≤ n−1 the j-dimensional volumes of the orthogonal projections of ZT on

every j-dimensional coordinate subspace of Rn exist and are finite. Moreover, we have

Vj(ZT ) = Vj(cl(ZT )).

Proof. Let C be a coordinate space of dimension j, and let πC be the orthogonal pro-

jection from Rn to C. Recall that the Lebesgue measure on C is denoted by Volj .

Using the continuity of πC we get πC(cl(ZT )) = cl(πC(ZT )). In particular, πC(cl(ZT )) is

measurable, and Volj(πC(cl(ZT ))) = Volj(cl(πC(ZT ))). Next we apply Lemma 5.3 with

A = πC(ZT ) in the coordinate space C to get Volj(cl(πC(ZT ))) = Volj(πC(ZT )), and

this proves the claim. �

Next we recall the definition of j-rectifiability from [14, Ch.3, 3.2.14].

Definition 5.5. Let A ⊆ Rn and let j be a positive integer. We say A is j-rectifiable if

there exists a Lipschitz function mapping some bounded subset of Rj onto A. Moreover,

A is (Hj , j)-rectifiable if there exist countably many j-rectifiable sets whose union is Hj-
almost A and Hj(A) <∞.

Proposition 5.6. Let A ⊆ Rn be bounded and definable, and suppose dim A = d > 0.

Then A is (Hj , j)-rectifiable for every j such that d ≤ j ≤ n.

Proof. By Corollary 3.11 we can cover A by the images of finitely many Lipschitz maps

φ : (0, 1)d → Rn whose domain can clearly be extended to (0, 1)j for every j = d+1, . . . , n

without loosing the Lipschitz condition. The finiteness of Hj(A) comes from Proposition

5.2. �

We fix an integer j ∈ {1, . . . , n − 1}. Let I be a subset of {1, . . . , n} of cardinality

j and let πI : Rn → Rj be the projection map such that πI(x1, . . . , xn) = (xi)i∈I . For

y ∈ Rj let

(5.1) N(πI | A, y) = |{x ∈ A : πI(x) = y}| = |π−1
I (y) ∩A|.
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A priori, N(πI | A, y) could be infinite, even for every y ∈ πI(A). The following theorem

([14, 3.2.27 Theorem]) tells us that if A is (Hj , j)-rectifiable then we can integrate N(πI |
A, y) and obtain a finite value. Unless specified otherwise, the domain of integration is

always Rj .

Theorem 5.7. [14, 3.2.27 Theorem] If 1 ≤ j ≤ n, and if A is a (Hj , j)-rectifiable subset

of Rn, then ∑
|I|=j

aI(A)2

 1
2

≤ Hj(A) ≤
∑
|I|=j

aI(A),

where

aI(A) =

∫
N(πI | A, y)dLjy.

To conclude this section we apply Theorem 5.7 to fibers of definable families.

Lemma 5.8. Let S ⊆ Rp+n be a definable family whose fibers Sa ⊆ Rn are bounded and

of dimension at most j ≥ 1. Then there exists a real constant EI = EI(S) such that

Hj(Sa) ≤
∑
|I|=j

EIVolj (πI (Sa)) ,

for every a ∈ Rp.

Proof. If S = ∅, the claim is trivially true. For those a such that Sa = ∅ or dim Sa = 0

we have from Proposition 5.2 that Hj (Sa) = 0, and so in this case again the claim is

trivially true. Therefore, we can assume that dim Sa > 0, and so we get from Proposition

5.6 that Sa is (Hj , j)-rectifiable. Hence, we can apply Theorem 5.7, and we get

Hj (Sa) ≤
∑
|I|=j

∫
N (πI | Sa, y) dLjy,

for every a ∈ Rp such that dim Sa > 0. Therefore, we are left to prove that for any

I ⊆ {1, . . . , n} of cardinality j there exists a real EI = EI(S) such that

(5.2)

∫
N (πI | Sa, y) dLjy ≤ EIVolj (πI (Sa)) ,

for every a ∈ Rp.

Let R be the definable family

R =
{

(a, y, x) ∈ Rp+j+n : (a, x) ∈ S, y = πI(x)
}
.

Note that R(a,y) = π−1
I (y) ∩ Sa. Thus, for every (a, y) ∈ Rp+j we have N (πI | Sa, y) =

|R(a,y)|. Moreover, by Corollary 3.13 there is a uniform upper bound EI for the number

of connected components of the fibers R(a,y). In particular, if dim R(a,y) = 0 we get

|R(a,y)| ≤ EI .
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Now fix an a ∈ Rp. The restriction πI |Sa
: Sa → Rj is a definable map. Thus, by [9,

Ch. 4, (1.6) Corollary (ii)], we obtain

P =
{
y ∈ Rj : dim

(
π−1
I (y) ∩ Sa

)
≥ 1
}

is definable, and, moreover,

dim P ≤ dim Sa − 1 ≤ j − 1.

Hence P has measure zero in Rj . Let Q be its complement in πI(Sa), i.e., Q = πI(Sa) \
P =

{
y ∈ πI(Sa) : dim

(
π−1
I (y) ∩ Sa

)
= 0
}

. This set is definable, and it is exactly the

set of y such that R(a,y) has dimension zero. Therefore∫
N (πI | Sa, y) dLjy =

∫
Q

|R(a,y)|dLjy ≤
∫
Q

EIdLjy = EIVolj (πI (Sa)) .

�

6. A geometric inequality

In this section we are going to prove the following proposition. Recall the definition

of V ′j (·) from Definition 2.3, and also that cl(ZT ) denotes the topological closure of ZT .

Proposition 6.1. Let Z ⊆ Rm+n be a definable family such that the fibers ZT are

bounded, and let j be an integer such that 0 ≤ j ≤ n − 1. Then there exists a constant

BZ , depending only on the family and on j, such that

V ′j (cl(ZT )) ≤ BZVj(ZT ),

for every T ∈ Rm.

If Z = ∅ or j = 0 the inequality is trivially true. For the remainder of this section we

assume that Z is nonempty, and we fix an integer j satisfying 1 ≤ j ≤ n− 1. By Lemma

5.4 we have Vj(ZT ) = Vj(cl(ZT )). Hence, for the rest of this section we can and will also

assume

cl(ZT ) = ZT .

Let On(R) be the orthogonal group. It embeds into Rn2

if we identify, as already done

before, a linear function ϕ with the image vector of the standard basis. So On(R) is a

semialgebraic set, as it is defined by polynomial equalities.

Lemma 6.2. There exists a definable set Z ′ ⊆ Rn2+m+n depending only on Z such that

(6.1) dim Z ′(ϕ,T ) ≤ j,

and

(6.2) Z ′(ϕ,T ) ⊆ ZT ,
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for every (ϕ, T ) ∈ Rn2+m, and

(6.3) V ′j (ZT ) ≤ sup
ϕ∈On(R)

Hj
(
Z ′(ϕ,T )

)
,

for every T ∈ Rm.

Proof. Let

S = {(ϕ, T, y) ∈ Rn
2+m+n : ϕ ∈ On(R), y ∈ ϕ(ZT )}.

This set is nothing but the set W in (4.1) intersected with On(R)×Rm+n and is therefore

definable. Note that

(6.4) S(ϕ,T ) = ϕ(ZT ),

for every (ϕ, T ) ∈ On(R) × Rm. Let π : Rn2+m+n → Rn2+m+j be the projection that

cancels the last n − j coordinates. We use the fact that o-minimal structures have

definable Skolem functions (Proposition 3.14, see also the observation after Proposition

3.14). There exists an explicit construction of a definable function

f : π(S) ⊆ Rn
2+m+j → Rn−j ,

such that the graph of f

Γ(f) = {(ϕ, T, z, f(ϕ, T, z)) : (ϕ, T, z) ∈ π(S)} ⊆ π(S)× Rn−j ,

is contained in S. Therefore

(6.5) Γ(f)(ϕ,T ) ⊆ S(ϕ,T ),

for every (ϕ, T ) ∈ Rn2+m. Moreover, since π(S) = π(Γ(f)) we have

(6.6) π(S)(ϕ,T ) = π(Γ(f))(ϕ,T ),

for every (ϕ, T ) ∈ Rn2+m. The function

F : π(S) → Γ(f)
(ϕ, T, z) 7→ (ϕ, T, z, f(ϕ, T, z))

is definable because its graph is the definable set

{(ϕ, T, z, ϕ, T, z, f(ϕ, T, z)) : (ϕ, T, z) ∈ π(S)} ⊆ π(S)× Γ(f).

Moreover, F is a bijection with inverse π|Γ(f). Now fix any (ϕ, T ), suppose π(S)(ϕ,T )

is nonempty, and consider the bijection g : π(S)(ϕ,T ) → Γ(f)(ϕ,T ) defined by g(z) =

(z, f(ϕ, T, z)). Using the elementary properties we see that Γ(g) is definable. Hence, by

Lemma 3.8, we conclude that

(6.7) dim π(S)(ϕ,T ) = dim Γ(f)(ϕ,T ),

for every (ϕ, T ) ∈ Rn2+m. Note that π(S)(ϕ,T ) = ∅ implies Γ(f)(ϕ,T ) = ∅, and hence

(6.7) remains true for π(S)(ϕ,T ) = ∅.
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Again by the elementary properties, the set

Z ′ =
{

(ϕ, T, x) ∈ Rn
2+m+n : ϕ ∈ On(R), ϕ(x) ∈ Γ(f)(ϕ,T )

}
,

is definable. Note that

(6.8) ϕ
(
Z ′(ϕ,T )

)
= Γ(f)(ϕ,T )

for every (ϕ, T ) ∈ On(R) × Rm. Moreover, if ϕ ∈ Rn2 \ On(R), we have Z ′(ϕ,T ) = ∅ and

(6.1), (6.2) are satisfied.

Now fix (ϕ, T ) ∈ On(R)× Rm. As ϕ ∈ On(R) we can apply Lemma 3.8 to get

(6.9) dim Z ′(ϕ,T ) = dim Γ(f)(ϕ,T ).

By (6.4), (6.5) and (6.8) we have that

ϕ
(
Z ′(ϕ,T )

)
= Γ(f)(ϕ,T ) ⊆ S(ϕ,T ) = ϕ(ZT ),

and this proves (6.2). Moreover, since π(S)(ϕ,T ) ⊆ Rj and by (6.7) and (6.9), we have

j ≥ dim π(S)(ϕ,T ) = dim Z ′(ϕ,T ),

that is exactly (6.1).

We now prove the volume inequality (6.3). Let Σ be any j-dimensional linear subspace

of Rn. Fix an orthonormal basis {u1, . . . , uj} of Σ. Suppose ϕ is in On(R) and such that

ϕ(ui) = ei for i = 1, . . . , j. Let πΣ be the orthogonal projection map from Rn to Σ and

π̃ the projection from Rn to the coordinate subspace spanned by e1, . . . , ej . Note that

ϕ◦πΣ and π̃ ◦ϕ coincide on Σ and their kernel is the orthogonal complement Σ⊥. Hence,

ϕ ◦ πΣ = π̃ ◦ ϕ. Recalling that Hj = Volj on Σ and ϕ(Σ), and using (6.4) and Lemma

5.1, we obtain

Volj (πΣ(ZT )) = Volj (ϕ (πΣ(ZT ))) = Volj (π̃ (ϕ (ZT ))) = Volj
(
π̃
(
S(ϕ,T )

))
.

Then

(6.10) V ′j (ZT ) = sup
Σ

Volj(πΣ(ZT )) ≤ sup
ϕ∈On(R)

Volj
(
π̃
(
S(ϕ,T )

))
.

Fix (ϕ, T ) ∈ On(R) × Rm. Note that for any set A ⊆ Rn2+m+n we have π̃
(
A(ϕ,T )

)
=

{(x1, . . . , xj , 0, . . . , 0) : (ϕ, T, x1, . . . , xn) ∈ A} and π(A)(ϕ,T ) = {(x1, . . . , xj) : (ϕ, T, x1, . . . , xn) ∈
A}. The latter in conjunction with (6.6) gives

π̃
(
S(ϕ,T )

)
= π̃

(
Γ(f)(ϕ,T )

)
.

By this and Lemma 5.1 we get

(6.11) Volj
(
π̃
(
S(ϕ,T )

))
= Hj

(
π̃
(
S(ϕ,T )

))
≤ Hj

(
Γ(f)(ϕ,T )

)
.

Again by (6.8) and Lemma 5.1 we have

(6.12) Hj
(
Γ(f)(ϕ,T )

)
= Hj

(
Z ′(ϕ,T )

)
,
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for every (ϕ, T ) ∈ On(R) × Rm. Combining (6.10), (6.11) and (6.12) proves (6.3), and

thereby completes the proof of Lemma 6.2.

�

As in Section 5, I indicates a nonempty proper subset of {1, . . . , n} and πI is the

projection map such that πI(x1, . . . , xn) = (xi)i∈I .

Applying Lemma 5.8 to the family Z ′ we conclude that there exist EI such that

Hj
(
Z ′(ϕ,T )

)
≤
∑
|I|=j

EIVolj

(
πI

(
Z ′(ϕ,T )

))
,

for every (ϕ, T ) ∈ Rn2+m.

Let πCI
be the orthogonal projection map from Rn to the coordinate subspace CI

spanned by ei, i ∈ I. We have

Volj

(
πI

(
Z ′(ϕ,T )

))
= Volj

(
πCI

(
Z ′(ϕ,T )

))
.

Therefore, recalling (6.2),

Hj
(
Z ′(ϕ,T )

)
≤
∑
|I|=j

EIVolj

(
πCI

(
Z ′(ϕ,T )

))
≤ BZVj

(
Z ′(ϕ,T )

)
≤ BZVj (ZT ) ,

where

BZ = max
j

(
n

j

)
max
I
EI .

Finally, combining this with (6.3) from Lemma 6.2, completes the proof of Proposition

6.1.

7. Proof of Theorem 1.3

First we assume Z is such that ZT = cl(ZT ) for all T . By assumption the fibers ZT

are also bounded, and so they are compact. Thanks to Lemma 4.1 we can apply Lemma

2.1 with a Davenport constant h = MZ depending only on Z. Then we use Lemmas 2.2,

2.4, and Proposition 6.1 to bound Vj(Ψ(ZT )), and this proves the estimate of Theorem

1.3 when ZT = cl(ZT ). From this special case of the theorem we will deduce the general

case.

To this end we first note that

||Λ ∩ ZT | − |Λ ∩ cl(ZT )|| ≤ |Λ ∩ bd(ZT )|.

By Lemma 3.15 we see that C = C(Z) = {(T, x) : x ∈ cl(ZT )} and B = B(Z) =

{(T, x) : x ∈ bd(ZT )} are definable. Clearly, CT = cl(ZT ), and BT = bd(ZT ), and

these sets are closed and bounded as the sets ZT are bounded. Hence, we can apply our

theorem with Z = C and then with Z = B. For C we obtain∣∣∣∣|Λ ∩ cl(ZT )| − Vol(cl(ZT ))

det Λ

∣∣∣∣ ≤ cC n−1∑
j=0

Vj(cl(ZT ))

λ1 · · ·λj
.
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Note that the constant cC depends only on the family C, and thus only on the family Z.

Moreover, Vol(cl(ZT )) = Vol(ZT ) by Lemma 5.3 and Vj(cl(ZT )) = Vj(ZT ) by Lemma

5.4. Using also Vol(bd(ZT )) = 0 by Lemma 5.3, and bd(ZT ) ⊆ cl(ZT ), we get similarly

that

|Λ ∩ bd(ZT )| ≤ cB
n−1∑
j=0

Vj(ZT )

λ1 · · ·λj
,

again with a constant cB depending only on the family Z. Combining these estimates

concludes the proof of Theorem 1.3 in the general case.
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