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Abstract

We count points of fixed degree and bounded height on a linear
projective variety defined over a number field k. If the dimension of
the variety is large enough compared to the degree we derive asymp-
totic estimates as the height tends to infinity. This generalizes results
of Thunder, Christensen and Gubler and special cases of results of
Schmidt and Gao.

1 Introduction and results

Let N > 1 be an integer and let k be a number field. For a point P =
(x1 : ... : xN ) in projective space PN−1 over an algebraic closure k we define
k(P ) = k(..., xi/xj , ..); 1 ≤ i, j ≤ N, xj 6= 0. Then P has a natural degree
over k, namely [k(P ) : k]. Let V be a projective linear subvariety of PN−1

defined over k. We count points on V of given degree e over k and bounded
height.
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Special cases of our result have already appeared in the literature. The
case V = PN−1, e = 1 is known as Schanuel’s Theorem [15] (with a slightly
different choice of the height) and partial results for V = PN−1, e > 1 have
been obtained by Schmidt [19], Gao [5], Masser and Vaaler [12] and the
author [25]. Thunder’s Theorem 1 in [22] settles the case for arbitrary lin-
ear subvarieties V but only for e = 1. Christensen and Gubler [4] refined
Thunder’s Theorem by giving a more explicit error term.

In an early work Schmidt [16] gave asymptotic estimates for the number
of subspaces of QN of arbitrary but fixed dimension and bounded height.
This result was generalized to the affine space over arbitrary number fields
by Thunder in [20] (see also [21] for a further generalization). The relation
with our work becomes clearer using a more intrinsic formulation of our
counting problem; consider the k-vector space, say S, induced by V. Then
we are counting the one-dimensional subspaces kx of S of fixed degree over
k with H2(x) ≤ X, where the degree of kx is interpreted as the degree of the
projective point (x1 : ... : xN ). The definition of the height H2(·) is given in
Section 2.

To state our result we choose a slightly different formulation, which is
more appropriate in the context of the work of Franke, Manin, Tschinkel [6],
Peyre [14], Salberger, Thunder [21] and many others. These authors usually
take a projective variety X (of Fano type) defined over Q or k and then
count points of bounded height in X(Q) or X(k). Let us point out that any
variety defined over k has a Zariski-dense set of points over k of sufficiently
large degree, whereas the points over Q or k are necessarily restricted via
diophantine constraints like Faltings’ Theorem or the various conjectural
generalizations.

For positive integers e, n we define

Pn(k; e) = {P ∈ Pn(k); [k(P ) : k] = e}.

Now for a subvariety V of PN−1, defined over the number field k, we define

V(k; e) = PN−1(k; e) ∩ V(k). (1.1)

Denote by ZH2(V(k; e), X) the associated counting function abbreviated to
Z2(V(k; e), X) so that

Z2(V(k; e), X) = |{P ∈ V(k; e);H2(P ) ≤ X}|. (1.2)
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Furthermore we define the formal sum α to be

α = α(k, e, n) =
∑
K

(2−rKπ−sK )n+1V (n+ 1)rKV (2n+ 2)sKSK(n) (1.3)

where the sum runs over all extensions K of k with relative degree e, rK is
the number of real embeddings of K, sK is the number of pairs of distinct
complex conjugate embeddings of K, V (p) denotes the volume of the eu-
clidean ball in Rp with radius one and the Schanuel constant SK(n) is given
by

SK(n) =
hKRK

wKζK(n+ 1)

(
2rK (2π)sK√
|∆K |

)n+1

(n+ 1)rK+sK−1. (1.4)

Here hK is the class number, RK the regulator, wK the number of roots of
unity in K, ζK the Dedekind zeta-function of K, ∆K the discriminant and,
as above, rK is the number of real embeddings of K and sK is the number
of pairs of distinct complex conjugate embeddings of K.

A vector space S defined over a number field k has also a height (see (3.3)
for its definition). Suppose V is a linear projective subvariety of PN−1. Let
S ⊆ kN be the vector space induced by V. Then we define H2(V) = H2(S).
For the precise definition we refer to Section 3.

It will be convenient to use Landau’s O-notation. For non-negative real
functions f(X), g(X), h(X) we say that f(X) = g(X) +O(h(X)) as X > 0
tends to infinity if there is a constant C0 such that |f(X)−g(X)| ≤ C0h(X)
for each X > 0.

The main result of this article is the following theorem.

Theorem 1.1. Let k be a number field of degree m, let n, e and N ≥ n+ 1
be positive integers, and let V be a linear subvariety of PN−1 of dimension
n defined over k. Suppose that either e = 1 or

n > 5e/2 + 4 + 2/(me).

Then the sum in (1.3) converges and as X > 0 tends to infinity we have

Z2(V(k; e), X) = αH2(V)−meXme(n+1) +O(Xme(n+1)−1L0).

Here L0 = log max{2, 2X} if (me, n) = (1, 1) and L0 = 1 otherwise, and the
constant in O depends only on k, e, n.
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Note that the error term does not depend on the variety V. We expect
that Theorem 1.1 holds for all n > e but we were unable to prove this.
However, the order of magnitude of Z2(V(k; e), X) is the same as those for
Z2(Pn(k; e), X) which, because of Schmidt’s lower bound in [18], is at least
Xme(e+1). This implies that Theorem 1.1 cannot hold for e > 1 and n < e.

Next we consider a few simple examples. Let V be given by the equation
2x1 + 3x2 + 5x3 = 0. Then we get H2(V) =

√
38. The constant α is

2−2V (2)SQ(1) = 3/π. So we have asymptotically

3
π
√

38
X2 +O(X logX)

rational points on this projective variety. The example above is already cov-
ered by Thunder’s result.

The novelty in Theorem 1.1 is that we can count also points of fixed
degree provided the dimension is much larger than the degree. In fact the
remark at the end of Section 6 means that we could probably obtain the
asymptotics for counting points on lines of fixed degree over any k despite
n = 1 being so small; and this even for arbitrary lines in PN−1. What about
the simple equation

x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12 + x13 = 0

defined over Q? We compute H2(V) =
√

13. Using the formula V (p) =
πp/2/Γ(p/2 + 1) for p = n + 1 and p = 2n + 2 where n + 1 = N −M =
13− 1 = 12 we obtain: there are

1
13

 ∑
K

[K:Q]=2

(
π6

2949120
)rK (

1
479001600

)sKSK(11)

X24 +O(X23)

pairwise non-proportional solutions of degree 2 over Q with height less or
equal X.

If we increase the ground field k then we can sometimes even decrease
the number of variables. Here is an example actually with rather a large
field:

√
1x1 +

√
2x2 +

√
3x3 +

√
4x4 +

√
5x5 +

√
5x6

+
√

7x7 +
√

8x8 +
√

9x9 +
√

10x10 +
√

11x11 +
√

12x12 = 0
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defined over the field

k = Q(
√

1,
√

2,
√

3,
√

4,
√

5,
√

6,
√

7,
√

8,
√

9,
√

10,
√

11,
√

12)

= Q(
√

2,
√

3,
√

5,
√

7,
√

11).

So we have m = [k : Q] = 32. We find H2(V) =
√

78 and setting e = 2 we
get H2(V)−me = 78−32. As in the previous example we find

1
7832

 ∑
K

[K:k]=2

(
π5

332640
)rK (

1
39916800

)sKSK(10)

X704 +O(X703)

pairwise non-proportional solutions of degree 2 over k with height less or
equal X.

We can also count the number of solutions on an affine equation such as
√

2x1 +
√

3x2 +
√

5x3 +
√

7x4 +
√

11x5 +
√

13x6 +
√

17x7

+
√

19x8 +
√

23x9 +
√

29x10 +
√

31x11 +
√

37x12 =
√

41

defined over the field

k = Q(
√

2,
√

3,
√

5,
√

7,
√

11,
√

13,
√

17,
√

19,
√

23,
√

29,
√

31,
√

37,
√

41).

To count the solutions of degree 2 over k we first count the points on the
projective variety given by the homogenized equation

√
2x1 +

√
3x2 +

√
5x3 +

√
7x4 +

√
11x5 +

√
13x6 +

√
17x7

+
√

19x8 +
√

23x9 +
√

29x10 +
√

31x11 +
√

37x12 −
√

41x13 = 0.

Then we subtract the number of points given by the subvariety defined
by the additional equation x13 = 0. In this way we find that there are
asymptotically

1
2388192

 ∑
K

[K:k]=2

(
π6

2949120
)rK (

1
479001600

)sKSK(11)

X196608 +O(X196607)

solutions (x1, ..., x12) of degree 2 over k with H2((1 : x1 : ... : x12)) ≤ X.
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Actually there is no problem to obtain similar results using the l∞-height
H∞ (see end of Section 2 for its definition) on V(k; e). For example with ra-
tional points on 2x1+3x2+5x3 = 0 as above we get a main term 12/(5π)2X2.
But already the volume computations for x1 + ...+ x13 = 0 are more intri-
cate, and in general the dependence on V will probably not be expressible
as any recognizable height function of V.

We close the introduction with a few remarks about the structure of our
paper.

In Section 2 we introduce the height H2(·) on PN−1(k). In Section 3 we
define the height of a projective linear subvariety of PN−1. In the previous
papers [24] and [25] the author introduced adelic-Lipschitz heights on a num-
ber field and on collections of number fields; we reproduce these definitions
and the corresponding notation in Section 4 and Section 5. In Section 6 we
recall the main result of [25] which asymptotically estimates the number of
elements in Pn(k; e) with bounded adelic-Lipschitz height. The use of the
latter result becomes clear in Section 7; here we show that Z2(V(k; e), X)
can be interpreted as ZHN (Pn(k; e), X) for a certain adelic-Lipschitz height
HN (·). Finally in Section 8 we are in position to prove Theorem 1.1.

2 Definition of the height

Let K be a finite extension of Q of degree d = [K : Q]. By a place v of K
we mean an equivalence class of non-trivial absolute values on K. The set
of all places of K will be denoted by MK . For each v in MK we write Kv

for the completion of K at the place v and dv for the local degree defined
by dv = [Kv : Qv] where Qv is a completion with respect to the place which
extends to v. A place v in MK corresponds either to a non-zero prime ideal
pv in the ring of integers OK or to an embedding σ of K into C. If v comes
from a prime ideal we call v a finite or non-archimedean place and denote
this by v - ∞ and if v corresponds to an embedding we say v is an infinite
or archimedean place and denote this by v | ∞. For each place in MK we
choose a representative | · |v, normalized in the following way: if v is finite
and α 6= 0 we set by convention

|α|v = Np
− ordpv (αOK )

dv
v

where Npv denotes the norm of pv from K to Q and ordpv(αOK) is the
power of pv in the prime ideal decomposition of the fractional ideal αOK .
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Moreover we set

|0|v = 0.

And if v is infinite and corresponds to an embedding σ : K ↪→ C we define

|α|v = |σ(α)|.

If α is inK∗ = K\{0} then |α|v 6= 1 holds for only a finite number of places v.

Throughout this article n will denote a positive rational integer. The
l2-height on Kn+1 is defined by

H2((α0, ..., αn)) =
∏
v|∞

(
√
|σv(α0)|2v + ...+ |σv(αn)|2v)dv/d (2.1)

∏
v-∞

max{|σv(α0)|v, ..., |σv(αn)|v}dv/d

where the v run over the set of places MK , [K : Q] = d, [Kv : Qv] = dv is the
local degree with respect to the place v and σv is the canonical embedding
of K into Kv. Due to the remark above this is in fact a finite product.
Furthermore this definition is independent of the field K containing the
coordinates (see [1] Lemma 1.5.2 or [7] p.51,52) and therefore defines a height
on Qn+1. The well-known product formula (see [1] Proposition 1.4.4) says
that ∏

MK

|σv(α)|dvv = 1 for each α in K∗.

This has important consequences, two of them are: for α ∈ Qn+1\{0} we
have H2(α) ≥ 1, and the value of the height in (2.1) does not change if
we multiply each coordinate with a fixed element of K∗. Therefore one can
define a height on points P = (α0 : ... : αn) in Pn(Q) by

H2(P ) = H2((α0, ..., αn)). (2.2)

This is the absolute non-logarithmic projective l2-height or just l2-height.
By choosing maximum norms at all places we get the l∞-height on Kn+1

H∞((α0, ..., αn)) =
∏
MK

max{|σv(α0)|v, ..., |σv(αn)|v}dv/d

and just as for the l2-height this gives rise to a height H∞ on Pn(Q).
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3 Definition of H2(V)

Let V be a non-empty projective linear subvariety of PN−1(k). If V (
PN−1(k) then there exists a positive integer M and a system of M < N
linearly independent linear homogeneous equations, defined over a number
field k,

a11x1 + a12x2 + ...+ a1NxN = 0
...

... (3.1)
aM1x1 + aM2x2 + ...+ aMNxN = 0

defining V. Now V induces a k-vector space, namely k
N if V = PN−1(k)

and the solution space in k
N of the system (3.1) if V ( PN−1(k). We start

by defining the height of a subspace S of kN and then we define H2(V) as
H2(S) where S is the vector space induced by V.

So let S be a subspace of kN of dimension n+1 over k and let v1, ..., vn+1

be a basis of S over k. We form the wedge-product ( [17] paragraph 5)

v1 ∧ ... ∧ vn+1 ∈ k
( N
n+1). (3.2)

Since the vectors are linearly independent it is non-zero ([17] Lemma 5C).
Let v′1, ..., v

′
n+1 be linearly independent vectors in k

N then v1 ∧ ... ∧ vn+1 is
proportional to v′1 ∧ ...∧ v′n+1 if and only if v′1, ..., v

′
n+1 and v1, ..., vn+1 span

the same space ([17] p.14 Lemma 5D). Hence we may define

H2(S) = H2(v1 ∧ ... ∧ vn+1). (3.3)

Moreover we set

H2({0}) = H2(kN ) = 1.

The wedge product in (3.2) is called a tuple of Grassmann coordinates for
S. Up to a non-zero scalar multiple and permutations of the coordinates
such a tuple is determined by S.

For our purpose the following equivalent definition using the matrix A
of (3.1) with entries aij (1 ≤ i ≤ M, 1 ≤ j ≤ N) is more convenient. We
denote by A0 the various maximal minors of A. Let K be any number field
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containing k. Then with v as in (2.1)

Hfin(A) =
∏
v-∞

max
A0

|σv(detA0)|
dv
d

v ,

H inf (A) =
∏
v|∞

(
∑
A0

|σv(detA0)|2v)
dv
2d

and as always d = [K : Q] and dv = [Kv : Qv]. Using an analogue of the
Cauchy-Binet formula over number fields one can prove (see [2] p.15 (iv))
that

H inf (A) =
∏
v|∞

|det(σv(A)σv(A)
t
)|
dv
2d
v (3.4)

where over-line means complex conjugation, σv(A)
t

is the transpose of σv(A)
and σv acts on each entry. Multiplying the finite and infinite parts yields
the height of the matrix

H2(A) = Hfin(A)H inf (A).

Notice that a tuple of determinants of all maximal minors is a tuple of Grass-
mann coordinates of S. Hence H2(A) is nothing else but H2(S).

Now recall that we define the height H2(V) of a projective linear subva-
riety V of PN−1 by

H2(V) = H2(S)

where S is the k-vector space induced by V.

4 Adelic-Lipschitz heights over a number field

This section is plainly contained in [25] Section 2. However, in order to help
the reader and to recall the most important notation we are reproducing
all basic notation here. Let r be the number of real embeddings and s the
number of pairs of complex conjugate embeddings of K so that d = r + 2s.
Recall that MK denotes the set of places of K. For every place v we fix a
completion Kv of K at v. The value set of v, Γv := {|α|v;α ∈ Kv} is equal
to [0,∞) if v is archimedean, and to

{0, (Npv)0, (Npv)±1/dv , (Npv)±2/dv , ...}
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if v is non-archimedean. For v | ∞ we identify Kv with R or C respectively
and we identify C with R2 via ξ −→ (<(ξ),=(ξ)) where we used < for the
real and = for the imaginary part of a complex number.

Before we can introduce adelic-Lipschitz systems we have to give a tech-
nical definition. For a vector x in Rn we write |x| for the euclidean length
of x.

Definition 4.1. Let M and D > 1 be positive integers and let L be a non-
negative real. We say that a set S is in Lip(D,M,L) if S is a subset of RD,
and if there are M maps φ1, ..., φM : [0, 1]D−1 −→ RD satisfying a Lipschitz
condition

|φi(x)− φi(y)| ≤ L|x− y| for x,y ∈ [0, 1]D−1, i = 1, ...,M (4.1)

such that S is covered by the images of the maps φi.

We call L a Lipschitz constant for the maps φi. By definition the empty
set lies in Lip(D,M,L) for any positive integers M and D > 1 and any
non-negative L.

Definition 4.2 (Adelic-Lipschitz system). An adelic-Lipschitz system (ALS)
NK or simply N on K (of dimension n) is a set of continuous maps

Nv : Kn+1
v → Γv v ∈MK

such that for v ∈MK we have

(i) Nv(z) = 0 if and only if z = 0,

(ii) Nv(ωz) = |ω|vNv(z) for all ω in Kv and all z in Kn+1
v ,

(iii) if v | ∞: {z;Nv(z) = 1} is in Lip(dv(n+ 1),Mv, Lv) for some Mv, Lv,

(iv) if v -∞: Nv(z1 + z2) ≤ max{Nv(z1), Nv(z2)} for all z1, z2 in Kn+1
v .

Moreover we assume that

Nv(z) = max{|z0|v, ..., |zn|v} (4.2)

for all but a finite number of v ∈MK . If we consider only the functions
Nv for v | ∞ then we get an (r, s)-Lipschitz system (of dimension n) in the
sense of Masser and Vaaler [12]. With Mv and Lv from (iii) we define

MN = max
v|∞

Mv,

LN = max
v|∞

Lv.
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We say that N is an ALS with associated constants MN , LN . The set
defined in (iii) is the boundary of the set Bv = {z;Nv(z) < 1} and therefore
Bv is a bounded symmetric open star-body in Rn+1 or Cn+1 (see also [12]
p.431). In particular Bv has a finite volume Vv.

Remark 1. Let us consider the system where Nv is as in (4.2) for all
finite v places and Nv is the l2-norm for the infinite places. If v is an
infinite place then Bv is a unit ball in Rdv(n+1). Its boundary is clearly in
Lip(dv(n+ 1),Mv, Lv) for example with Mv = 1 map and Lv = 2πdv(n+ 1)
(for a proof see Lemma 7.2).

We return to arbitrary adelic-Lipschitz systems. We claim that for any
v ∈MK there is a cv in the value group Γ∗v = Γv\{0} with

Nv(z) ≥ cv max{|z0|v, ..., |zn|v} (4.3)

for all z = (z0, ..., zn) in Kn+1
v . For if v is archimedean then Bv is bounded

open and it contains the origin. Since Γ∗v contains arbitrary small posi-
tive numbers the claim follows by (ii). Now for v non-archimedean Nv and
max{|z0|v, ..., |zn|v} define norms on the vector space Kn+1

v over the com-
plete field Kv. But on a finite dimensional vector space over a complete field
all norms are equivalent ([3] Corollary 5. p.93) hence (4.3) remains true for
a suitable choice of cv.

So let N be an ALS on K of dimension n. For every v in MK let cv
be an element of Γ∗v, such that cv ≤ 1 and (4.3) holds. Due to (4.2) we can
assume that cv = 1 for all but a finite number of places v. We define

Cfin
N =

∏
v-∞

c
− dv

d
v ≥ 1 (4.4)

and

Cinf
N = max

v|∞
{c−1

v } ≥ 1. (4.5)

Multiplying the finite and the infinite part gives rise to another constant

CN = Cfin
N Cinf

N . (4.6)

It will turn out that besides MN and LN this is another important quan-
tity for an ALS. So we say that N is an ALS with associated constants
CN ,MN , LN .
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Remark 2. Let v be an infinite place. Suppose Nv : Kn+1
v −→ [0,∞)

defines a norm, so that Nv(z1 + z2) ≤ Nv(z1) + Nv(z2). Then Bv is con-
vex and (4.3) combined with (4.4), (4.5) and (4.6) shows that Bv lies in
B0(CN

√
n+ 1). This implies (see Theorem A.1 in [23]) that ∂Bv lies in

Lip(dv(n+ 1), 1, 8dv
2(n+ 1)5/2CN ).

We denote by σ1, ..., σd the embeddings from K to R or C respectively,
ordered such that σr+s+i = σr+i for 1 ≤ i ≤ s. We define

σ : K −→ Rr × Cs

σ(α) = (σ1(α), ..., σr+s(α)).

Sometimes it will be more readable to omit the brackets and simply to write
σα. We identify C in the usual way with R2 and extend σ componentwise
to get a map

σ : Kn+1 −→ RD

where D = d(n + 1). On RD we use | · | for the usual euclidean norm. For
v ∈ MK let σv be the canonical embedding of K in Kv, again extended
componentwise on Kn+1.

Definition 4.3. Let D 6= 0 be a fractional ideal in K and N an ALS of
dimension n. We define

ΛN (D) = {σ(α);α ∈ Kn+1, Nv(σvα) ≤ |D|v for all finite v} (4.7)

where |D|v = Np
− ordpvD

dv
v .

It is easy to see that ΛN (D) is an additive subgroup of RD. Now assume
B ≥ 1 and |σ(α)| ≤ B; then (4.3) implies H∞(α)d ≤ (BCfin

N )dND−1 and by
Northcott’s Theorem we deduce that ΛN (D) is discrete. The same argument
as for (4.3) yields positive real numbers Cv, one for each non-archimedean
place v ∈ MK , with Nv(z) ≤ Cv max{|z0|v, ..., |zn|v} for all z = (z0, ..., zn)
in Kn+1

v and Cv = 1 for all but finitely many non-archimedean v ∈ MK .
Thus there exists an ideal C1 6= 0 in OK with |C1|v ≤ 1/Cv for all non-
archimedean places v ∈ MK . This means that σ(C1D)n+1 ⊆ ΛN (D). It is
well-known that the additive group σ(C1D)n+1 has maximal rank in RD.
Therefore ΛN (D) is a discrete additive subgroup of RD of maximal rank.
Hence ΛN (D) is a lattice. Notice that for ε in K∗ one has

det ΛN ((ε)D) = |NK/Q(ε)|n+1 det ΛN (D).
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Therefore

∆N (D) =
det ΛN (D)
NDn+1

(4.8)

is independent of the choice of the representative D but depends only on the
ideal class D of D. Let ClK denote the ideal class group of K. We define

V fin
N = 2−s(n+1)|∆K |

n+1
2 h−1

K

∑
D∈ClK

∆N (D)−1 (4.9)

for the finite part, where as usual, s denotes the number of pairs of com-
plex conjugate embeddings of K, hK the class number of K and ∆K the
discriminant of K. The infinite part is defined by

V inf
N =

∏
v|∞

Vv.

We multiply the finite and the infinite part to get a global volume

VN = V inf
N V fin

N . (4.10)

An ALS N on K of dimension n defines a height HN on Kn+1 by setting

HN (α) =
∏

v∈MK

Nv(σv(α))
dv
d .

Thanks to the product formula and (ii) from Definition 4.2 HN (α) does
not change if we multiply each coordinate of α with a fixed element of K∗.
Therefore HN is well-defined on Pn(K) by setting

HN (P ) = HN (α)

where P = (α0 : ... : αn) ∈ Pn(K) and α = (α0, ..., αn) ∈ Kn+1.

Remark 3. Multiplying (4.3) over all places with suitable multiplicities
yields

HN (P ) ≥ C−1
N H∞(P ) (4.11)

for P ∈ Pn(K). Thanks to Northcott’s Theorem it follows that {P ∈
Pn(K);HN (P ) ≤ X} is a finite set for each X in [0,∞).

13



5 Adelic-Lipschitz heights over a collection of num-
ber fields

We are now going to define adelic Lipschitz heights on collections of Kn+1

for number fields K. Let k be a number field of degree m and k an algebraic
closure of k. We fix k and k throughout and assume finite extensions of k
to lie in k. Let C be a collection of finite extensions of k. We are especially
interested in the set of all extensions of fixed relative degree. We denote it
by

Ce = Ce(k) = {K ⊆ k; [K : k] = e}.

Let N be a collection of adelic-Lipschitz systems NK of dimension n - one
for each K of C. Then we call N an adelic-Lipschitz system (ALS) on C
of dimension n. We say N is a uniform ALS on C of dimension n with
associated constants CN ,MN , LN in R if the following holds: for each ALS
NK of the collection N we can choose associated constants CNK ,MNK , LNK
satisfying

CNK ≤ CN , MNK ≤MN , LNK ≤ LN .

Notice that a uniform ALS N (of dimension n) on the collection consisting
only of a single field K with associated constants CN ,MN , LN is simply an
ALS N (of dimension n) on K with associated constants CN ,MN , LN in
the sense of the Definition 4.2 of Section 4.

Let C be a collection of finite extensions of k and let N be an ALS of
dimension n on C. Now we can define heights on Pn(K/k) (the set of points
P in Pn(K) with k(P ) = K) for K in C. Let P = (α0 : ... : αn) ∈ Pn(K/k),
so that k(P ) = K. According to the previous section we know that HNK (·)
defines a projective height on Pn(K). Now we define

HN (P ) = HNK (P ). (5.1)

Set α = (α0, ..., αn). From the previous section we know

HNK (P ) =
∏

v∈MK

Nv(σv(α))
dv
d (5.2)

for the functions Nv of NK and [K : Q] = d, [Kv : Qv] = dv.
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Remark 4. An important ALS N on Ce (of dimension n) in the context of
this work is given by choosing l2-norms at all infinite places and Nv as in
(4.2) for all finite places. From the definition of cv in (4.3) we see that we
can choose cv = 1 for all places v and thus by (4.6) CN = 1. Together with
Remark 1 this implies that N is a uniform ALS with associated constants
CN = 1,MN = 1, LN = 4π(n+ 1). The induced height HN is of course just
the l2-height H2 on Pn(k; e).

6 Asymptotics of Pn(k; e) with respect to adelic-
Lipschitz heights

In this section we recall the main result of [25], which is essential to deduce
Theorem 1.1. Let N be an ALS on Ce of dimension n. Then HN (·) defines
a height on Pn(k; e), the set of points P = (α0 : ... : αn) in Pn(k) with
[k(P ) : k] = e where k(P ) = k(..., αi/αj , ...) for 0 ≤ i, j ≤ n; αj 6= 0.
AssumeN is a uniformALS on Ce (of dimension n). Then due to Northcott’s
Theorem and (4.11) the number of points P in Pn(k; e) with HN (P ) ≤ X is
finite for all X in [0,∞). Let us denote this number by ZN (Pn(k; e), X), so
that ZN (Pn(k; e), X) is the counting function of Pn(k; e) with respect to HN .
Recall from (1.4) the definition of the Schanuel constant SK(n) and from
(4.10) those of VNK . By rK we denote the number of real embeddings of K
and sK is the number of pairs of distinct complex conjugate embeddings of
K. Now we define the sum

DN = DN (k, e, n) =
∑
K

2−rK(n+1)π−sK(n+1)VNKSK(n) (6.1)

where the sum runs over all extensions of k with relative degree e. The
following theorem is the main result of [25].

Theorem 6.1. Let e, n be positive integers and k a number field of degree
m. Suppose N is a uniform adelic-Lipschitz system of dimension n on Ce,
the collection of all finite extensions of k of relative degree e, with associated
constants CN ,MN and LN . Write

AN = Mme
N (CN (LN + 1))me(n+1)−1.

Suppose that either e = 1 or

n > 5e/2 + 4 + 2/(me).
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Then the sum in (6.1) converges and as X > 0 tends to infinity we have

ZN (Pn(k; e), X) = DNX
me(n+1) +O(ANXme(n+1)−1L),

where L = log max{2, 2CNX} if (me, n) = (1, 1) and L = 1 otherwise. The
constant in O depends only on k, e and n.

It is likely that the Theorem 6.1 is valid for n > e. Gao showed, at least
for his definition of height (see [5] or [23] Appendix B), that for k = Q the
bound n > e suffices. On the other hand Schmidt’s lower bound in [18]
implies that the Theorem 6.1 cannot hold for e > 1 and n < e. However,
there is a good possibility of obtaining the asymptotics for e > 1 and n =
1 using a kind of generalized Mahler measure and following Masser and
Vaaler’s strategy in [12].

7 A reformulation of Theorem 1.1

Let V ⊆ PN−1 be a linear subvariety of dimension n > 0 and defined over
k. Suppose n = N − 1 i.e. V = PN−1. In this case Theorem 1.1 follows
easily from Theorem 6.1 and the observation in Remark 4. Therefore we
are entitled to assume n < N − 1. Thus there are coefficients a11, ..., aMN

in k such that a system as in (3.1) of M > 0 linearly independent equations
defines V. Then the dimension n of V is given by

n = N −M − 1 ≥ 1. (7.1)

Let S be the k-vector space induced by V, so that (x1 : ... : xN ) lies in V(k)
if and only if (x1, ..., xN ) lies in S\{0}. Thus the dimension of the vector
space S (over k) is n+1. Since S is defined over k, there are (homogeneous)
linear forms L1, ..., LN in k[z] such that there is a (1 : 1)-correspondence
between k

n+1 and S given by

zt = (z0, ..., zn)←→ (L1(z), ..., LN (z)). (7.2)

Now (7.2) implies a (1 : 1)-correspondence between the sets Pn(k) and V(k)

(z0 : ... : zn)←→ (L1(z) : ... : LN (z)). (7.3)

If we permute the coordinates in (L1(z) : ... : LN (z)) we will probably no
longer parameterize V but we will parameterize a linear subvariety with the
same number of points of fixed degree and bounded height. Therefore we
may assume

Lj(z) = zj−1 for 1 ≤ j ≤ n+ 1. (7.4)
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Lemma 7.1. The counting function Z2(V(k; e), X) is given by the number
of

(z0 : ... : zn) ∈ Pn(k; e)

with

H2((L1(z) : ... : LN (z))) ≤ X.

Proof. By (7.3) we see that Z2(V(k; e), X) is the number of projective points
(z0 : ... : zn) in Pn(k) with

[k((L1(z) : ... : LN (z))) : k] = e (7.5)
H2((L1(z) : ... : LN (z))) ≤ X. (7.6)

Moreover the linear forms Lj have coefficients in k. By (7.4) we see that

k((L1(z) : ... : LN (z))) = k((z0 : ... : zn)).

So the number of points of V of degree e over k and with l2-height not
exceeding X is the number of (z0 : ... : zn) ∈ Pn(k; e) with H2((L1(z) : ... :
LN (z))) ≤ X. 2

7.1 The corresponding adelic-Lipschitz system

The previous lemma shows that we shall count (z0 : ... : zn) ∈ Pn(k; e) with
H2((L1(z) : ... : LN (z))) ≤ X. The strategy is to choose a uniform ALS N
on Ce = Ce(k) of dimension n to obtain

HN (z) = H2((L1(z) : ... : LN (z))). (7.7)

We define N as follows: for each K of Ce we define an ALS NK on K (of
dimension n) by

Nv(z) = max{|(σvL1)(z)|v, ..., |(σvLN )(z)|v} : v -∞ (7.8)

Nv(z) =
√
|(σvL1)(z)|2v + ...+ |(σvLN )(z)|2v : v | ∞. (7.9)

Here σv acts on the coefficients of the linear forms Li. Note that the
right hand-side of (7.8) differs from (4.2) only for a finite number of fi-
nite places. With this definition of N , and having (5.1) and (5.2) in mind,
we see that equation (7.7) holds. For v - ∞ the ultrametric inequality
|(σvL1)(z1 + z2)|v ≤ max{|(σvL1)(z1)|v, |(σvL1)(z2)|v} implies that condi-
tion (iv) of Section 4 is satisfied. For v | ∞ it is not so obvious that (iii) holds
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and we postpone the proof. But let us describe the set Bv = {z;Nv(z) < 1}
and its boundary ∂Bv = {z;Nv(z) = 1}. We write

bv(z, z′) = (σvL1)(z)(σvL1)(z′) + ...+ (σvLN )(z)(σvLN )(z′).

Let e1, ..., en+1 be the canonical basis of Rn+1 if v is real and of Cn+1 if v is
non-real. Let Q = Qv be the matrix with entries qij (1 ≤ i, j ≤ n+1) where

qij = bv(ei, ej).

At this stage where matrices enter the game we should point out that z is a
column. Using the definition (7.9) of Nv(·) we see that

Nv(z)2 =
N∑

j=1

n∑
r=0

n∑
p=0

zrzp(σvLj)(er+1)(σvLj)(ep+1) = ztQz.

Thus Bv = {z; ztQz < 1} and ∂Bv = {z; ztQz = 1}. In fact we need that
N defines even a uniform ALS on Ce. This will be verified in the next sub-
section.

Now notice that according to our choice of L1, ..., LN

bv(z, z′) = z0z′0 + ...+ znz′n (7.10)

+ (σvLn+1)(z)(σvLn+1)(z′) + ...+ (σvLN )(z)(σvLN )(z′).

Equation (7.10) shows that Q = E +R where E is the identity matrix and
R is a hermitian positive semidefinite matrix. Hence all the eigenvalues of
R are non-negative reals. There is a unitary matrix U with U

t
J ′U = R for

a diagonal matrix J ′ whose diagonal entries are the eigenvalues of R. Now
U

t(J ′ + E)U = Q and so the eigenvalues λ0, ..., λn of Q are real numbers
satisfying

λi ≥ 1 (0 ≤ i ≤ n). (7.11)

7.2 N is a uniform adelic-Lipschitz system

Suppose v is infinite then we just have seen that Q = Qv is a positive definite
matrix so that Nv is a norm on Kn+1

v . We could apply the observation in
Remark 2 to deduce that ∂Bv is Lipschitz parameterizable. But Remark 2
refers to Appendix A [23] and so we prefer to give a direct proof here. More
precisely we will show that ∂Bv lies in Lip(dv(n + 1), 1, 2πdv(n + 1)). But
first we need a simple lemma.
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Lemma 7.2. Suppose p > 1. Then the (p − 1)-dimensional unit sphere
∂B0(1) lies in Lip(p, 1, 2πp).

Proof. Let

ϕ : [0, 2π]× [0, π]p−2 −→ ∂B0(1)

be the standard parameterization of ∂B0(1) via polar coordinates θ =
(θ1, ..., θp−1) such that

x1 =cos θ1 cos θ2 cos θ3... cos θp−1

x2 =sin θ1 cos θ2 cos θ3... cos θp−1

x3 = sin θ2 cos θ3... cos θp−1

...
xp = sin θp−1.

Using the maximum norm | · |∞ we have |∂xi/∂θj |∞ ≤ 1 for 1 ≤ i ≤ p and
1 ≤ j ≤ p− 1. Applying the Mean-Value Theorem we get |ϕ(θ)− ϕ(θ′)| ≤√
p(p− 1)|θ − θ′| ≤ p|θ − θ′|. Now normalizing to get a map as in (4.1)

with parameter domain [0, 1]p−1 gives an additional factor 2π and thereby
proves the lemma. 2

Now we can prove that the set ∂Bv is Lipschitz parameterizable with
the mentioned parameter values.

Lemma 7.3. Suppose v | ∞. Then the set ∂Bv = {z;Nv(z) = 1} lies in
Lip(dv(n+ 1), 1, 2πdv(n+ 1)).

Proof. The set ∂Bv is defined by the equation ztQz = 1. Since Q is hermi-
tian there is a unitary matrix U with U

t
JU = Q for a diagonal matrix J

whose diagonal entries λ0, ..., λn are the eigenvalues of Q. Set y = Uz. Then
∂Bv = {U ty; ytJy = 1} = U

t{y; ytJy = 1}. Now |U t(y)−U t(y′)| = |y−y′|
so it suffices to check that {y; ytJy = 1} lies in Lip(dv(n+1), 1, 2πdv(n+1)).
But the latter set is the image of the unit sphere in Kn+1

v = Rdv(n+1) cen-
tered at the origin under the Kn+1

v -endomorphism say φ, defined by

φ((w0, ..., wn)) = (λ−1/2
0 w0, ..., λ

−1/2
n wn).

By the previous lemma we know already that the unit sphere lies in Lip(dv(n+
1), 1, 2πdv(n+1)). So let ϕ be the corresponding parameterizing map of the
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sphere then φ(ϕ) is a parameterization of {y; ytJy = 1}. We compute a
Lipschitz constant:

|φ(ϕ(t))− φ(ϕ(t′))| = |φ(ϕ(t)− ϕ(t′))|
≤ sup
|w|=1

|φ(w)||ϕ(t)− ϕ(t′)|

= sup
|w|=1

(
n∑

i=0

|wi|2

λi
)1/2|ϕ(t)− ϕ(t′)|.

Since by (7.11) λi ≥ 1 (0 ≤ i ≤ n) we see that the latter is

≤ sup
|w|=1

(
n∑

i=0

|wi|2)1/2|ϕ(t)− ϕ(t′)|

= |ϕ(t)− ϕ(t′)|
≤ 2πdv(n+ 1)|t− t′|.

This completes the proof of the lemma. 2

We write

CN = 1,
MN = 1,
LN = 4π(n+ 1).

Lemma 7.4. The system N defines a uniform ALS on Ce of dimension n
with associated constants CN ,MN , LN .

Proof. Let NK be an ALS of the collection N . For non-archimedean v in
MK we have

Nv(z) = max{|(σvL1)(z)|v, ..., |(σvLN )(z)|v}
≥ max{|(σvL1)(z)|v, ..., |(σvLn+1)(z)|v}
= max{|z0|v, ..., |zn|v}.

The l2-norm is at least as big as the maximum norm and so we get also for
v archimedean

Nv(z) ≥ max{|z0|v, ..., |zn|v}.

So for the finite part we may choose according to (4.3) and (4.4)

Cfin
NK = 1.
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For the infinite part we get according to (4.5)

Cinf
NK = 1.

Combining both parts we end up with

CNK = Cfin
NKC

inf
NK = 1 = CN .

Lemma 7.3 implies that the sets ∂Bv = {z;Nv(z) = 1} lie in Lip(dv(n +
1), 1, 4π(n + 1)) and thus we may choose MNK = 1, LNK = 4π(n + 1).
This shows that N is a uniform ALS of dimension n on Ce with associated
constants CN = 1, MN = 1, LN = 4π(n+ 1). 2

8 Proof of Theorem 1.1

We have a uniform ALS N of dimension n on Ce with

HN ((z0 : ... : zn)) = HN (z) = H2((L1(z) : ... : LN (z))).

By Lemma 7.1 we conclude that Z2(V(k; e), X) is given by the number of
(z0 : ... : zn) in Pn(k; e) with HN ((z0 : ... : zn)) ≤ X, which we denote
by ZN (Pn(k; e), X). Furthermore we have the hypothesis e = 1 or n >
5e/2 + 4 + 2/(me) in Theorem 1.1. This is exactly the situation where we
can apply Theorem 6.1. So we find

Z2(V(k; e), X) = ZN (Pn(k; e), X) =
∑
K

[K:k]=e

2−rK(n+1)π−sK(n+1)VNKSK(n)Xme(n+1)

+O(ANXme(n+1)−1L),

where AN = Mme
N (CN (LN + 1))me(n+1)−1 with

CN = 1, MN = 1, LN = 4π(n+ 1)

and L = log max{2, 2CNX} if (me, n) = (1, 1) and L = 1 otherwise. More-
over the constant in O depends only on k, e, n and

AN = (4π(n+ 1) + 1)me(n+1)−1

depends only on m, e, n. All that remains is to compare the main terms.
Therefore we are finished once we have shown that

VNK =
V (n+ 1)rKV (2n+ 2)sK

H2(S)d
. (8.1)
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At this point we make a simple but crucial remark. Recall the general Def-
inition 4.2. Given a positive rational number l and a ALS N we can define
a new ALS lN by changing each Nv to |σv(l)|vNv. However, the volume
VlN = VN is independent of l. This can be computationally verified from
the definitions using the product formula. More intuitively it is clear that
the height HlN = HN is independent of l, and since VlN , VN occur in their
respective counting functions, their equality follows.

For the purposes of evaluating VNK in (8.1) we are therefore entitled to
use lN . Note that changing N into lN (with a positive rational number l)
changes L1, ..., LN from (7.8) into lL1, ..., lLN . We choose a positive rational
integer l such that lL1, ..., lLN have coefficients in OK . In order to keep the
notation simple we will redefine NK as lNK and L1, ..., LN as lL1, ..., lLN ;
this will cause no confusion. So from (7.4) we get

Lj(z) = lzj−1 for 1 ≤ j ≤ n+ 1. (8.2)

And clearly

zt = (z0, ..., zn)←→ (L1(z), ..., LN (z)) (8.3)

remains a (1 : 1)-correspondence between k
n+1 and S. For the rest of this

paper NK will be fixed. Therefore it is convenient to drop the index and
simply to write N .

Recall from the definition that VN splits into a finite and an infinite
part. Let S⊥ be the orthogonal complement of S consisting of all y ∈
k

N with xty = x1y1 + ... + xNyN = 0 for all x in S or equivalently
(L1(z), ..., LN (z))y = 0 for all z in k

n+1. Let A⊥ be the (N −M)×N ma-
trix with columns formed by the coefficients of L1, ..., LN . Writing Lr(z) =∑n+1

j=1 l
(r)
j−1zj−1 and not forgetting (8.2) we have

A⊥ =

l l
(n+2)
0 · · · l

(N)
0

. . .
...

...
l l

(n+2)
n · · · l

(N)
n

 . (8.4)

So the first n+1 columns of A⊥ are given by (l, 0, ..., 0)t, ...,(0, ..., 0, l)t. The
equations

(L1(z), ..., LN (z))y = ((A⊥)tz)ty = ztA⊥y
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show that S⊥ is given by the equation A⊥y = 0. Now by definition
H2(S⊥) = H2(A⊥) and later on we will use a duality for the height of
subspaces (see [17] p.28), telling us that H2(S⊥) = H2(S). This is no sur-
prise since changing signs of certain coordinates of a tuple of Grassmann
coordinates of S yields a tuple of Grassmann coordinates of S⊥.

8.1 Computing V inf
N

Suppose v | ∞. The volume Vv is that of the set defined by ztQz < 1 where
the (i, j) entry of Q is given by

bv(ei, ej) = (σvL1)(ei)(σvL1)(ej) + ...+ (σvLN )(ei)(σvLN )(ej).

For v real this is

V (n+ 1)√
detQ

and for v non-real it is

V (2n+ 2)
detQ

.

Recalling from above that Lr(z) =
∑n+1

j=1 l
(r)
j−1zj−1 we get bv(ei, ej) =

∑N
r=1 σv(l(r)i−1)σv(l(r)j−1)

which is the (i, j) entry of σv(A⊥)σv(A⊥)
t
. So

Q = σv(A⊥)σv(A⊥)
t
.

Therefore the denominator is just the local part of the height H2(A⊥)d (see
(3.4) or [10] p.13). This is one of the reasons why it is convenient to choose
the l2-height here. Multiplying Vv over all archimedean places yields

V inf
N =

V (n+ 1)rKV (2n+ 2)sK

H inf (A⊥)d
. (8.5)

8.2 Computing V fin
N

The finite part is more troublesome. Here we will use the fact that the coef-
ficients l(r)j−1 of the linear forms L1, ..., LN are algebraic integers. Recall also
the definition of A⊥. The matrix A⊥ defines two maps. One from Kn+1 to
KN by multiplication on the right z −→ (ztA⊥)t. Now (8.3) is a (1 : 1)-
correspondence, which tells us that this map is injective. The second map
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comes from multiplication on the left x −→ A⊥x, which sends the column
x from KN to Kn+1.

Recall the lattice ΛN from (4.7).

Lemma 8.1. Let A 6= 0 be a fractional ideal in K. Then

ΛN (A) = σ(ANA⊥
−1

) (8.6)

where A⊥ is considered as a map Kn+1 −→ KN defined by zt −→ (ztA⊥)t

and A⊥−1 denotes the set-theoretical inverse.

Proof. The lattice ΛN (A) is given by the σα where

max{|(σvL1)(α)|v, ..., |(σvLN )(α)|v} ≤ |A|v (8.7)

for all finite v. But (8.7) is equivalent to

L1(α), ..., LN (α) ∈ A

and this in turn means nothing else but (αtA⊥)t ∈ AN . So the α’s are ex-
actly the elements of the set ANA⊥

−1 and therefore ΛN (A) = σ(ANA⊥
−1).2

Now A⊥ takes An+1 to AN , thanks to the integrality of its entries, and
so

σAn+1 ⊆ σ(ANA⊥
−1

) = ΛN (A). (8.8)

We know detσAn+1 = (2−sNA
√
|∆K |)n+1 (see [13] p.33 (5.2) Satz) and so

to calculate det ΛN (A) it suffices to calculate the index [ANA⊥
−1 : An+1].

This can be done by using some “duality” where the set-up is as follows.

Let W be a finite dimensional Q-vector space and let b : W×W −→ Q be
a non-degenerate, symmetric Q-bilinear form. An additive subgroup G ⊂W
has a dual

G̃ = {w ∈W ; b(w, g) ∈ Z for all g ∈ G}, (8.9)

which is also an additive subgroup. Suppose dimW = D and from now on
assume G is a free Z-module of rank D so that there exist g1, ..., gD in W
with

G = g1Z + ...+ gDZ.
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Since g1, ..., gD are Z-linearly independent we have

W = g1Q + ...+ gDQ. (8.10)

The following four lemmas are well-known but for the sake of complete-
ness we include the simple proofs.

Lemma 8.2. There are g̃1, ..., g̃D in W linearly independent with

b(g̃i, gj) = δij (8.11)

for 1 ≤ i, j ≤ D.

Proof. By solving a homogeneous linear system of D − 1 equations in D
variables we may find a non-zero g̃1 in W with b(g̃1, gj) = 0 for 2 ≤ j ≤ D.
Now suppose b(g̃1, g1) = 0. Then by (8.10) b(g̃1,w) = 0 for all w in W
but b is non-degenerate and we conclude g̃1 = 0 - a contradiction. Hence
b(g̃1, g1) 6= 0 and so after multiplying g̃1 with a suitable rational number we
get b(g̃1, g1) = 1. In this way we obtain g̃1, ..., g̃D with (8.11). The linear
independence is immediately implied by (8.11). 2

Lemma 8.3. We have

G̃ = g̃1Z + ...+ g̃DZ. (8.12)

Proof. Clearly the right set is contained in the left one. To prove the other
inclusion let w be an element of G̃. There are µ1, ..., µD in Q with

w = µ1g̃1 + ...+ µDg̃D.

By definition of G̃ we have b(w, g) in Z for every g in G. In particular

b(w, gi) ∈ Z.

But by (8.11) we see that b(w, gi) = µi, which proves the second inclusion.2

Lemma 8.4. We have ˜̃
G = G.

Proof. We have b(gi, g̃j) = b(g̃j , gi) = δji for 1 ≤ i, j ≤ D. So by Lemma

8.2 and Lemma 8.3 ˜̃G = g1Z + ...+ gDZ = G. 2

Now let H ⊆ G be a submodule of G also of rank D.
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Lemma 8.5. The indices [G : H], [H̃ : G̃] are finite and equal.

Proof. Using the elementary divisors Theorem (see [8] p.153 Th.7.8) we find
a basis g1, ..., gD of G such that there are rational integers a1, ..., aD with
a1g1, ..., aDgD is a basis of H. So [G : H] = |a1...aD|. Let g̃1, ..., g̃D be as
in Lemma 8.2. By Lemma 8.3 it is a basis of G̃. Due to (8.11) we have
a1
−1g̃1Z + ...+ aD

−1g̃DZ ⊆ H̃. On the other hand every element in H̃ is of
the form µ1g̃1 + ...+µDg̃D where µ1, ..., µD are in Q. Now a1g1 + ...+aDgD

lies in H and therefore by the definition of the dual group and (8.11) we see
that in fact µiai ∈ Z for 1 ≤ i ≤ D and so a1

−1g̃1Z + ... + aD
−1g̃DZ ⊇ H̃

so a1
−1g̃1Z + ...+ aD

−1g̃D = H̃. And now we get [H̃ : G̃] = |a1...aD| = [G :
H]. 2

From the general context let us return to our specific situation. We
define

W = Kn+1 and (8.13)

G = ANA⊥
−1
, H = An+1 (8.14)

Clearly An+1 ⊆ G and using just the first n+ 1 columns of A⊥ we get G ⊆
l−1An+1. Now An+1 is a free Z-module of rank D = d(n+ 1) = dimQK

n+1.
Thus G and H are both free Z-modules of rank D. For b(·, ·) we choose

b(w,w′) = TrK/Q(wtw′). (8.15)

Here wtw′ = w1w
′
1 + ... + wn+1w

′
n+1 means just the scalar product and

TrK/Q denotes the trace of K relative to Q, from now on abbreviated to
Tr. It is well-known ([9] p.214 Satz 3) that b(·, ·) defines a non-degenerate,
symmetric Q-bilinear form from Kn+1 to Q at least for “n = 0”; but the
extension to any n is clear. Suppose w is such that Tr(wtw′) ∈ Z for all w′

in An+1 and moreover assume λ ∈ O = OK . Then Tr((λx)ty) ∈ Z for all y
in An+1. Hence H̃ is the (n+ 1)-th power of a non-zero fractional ideal, say
B. So

H̃ = Bn+1. (8.16)

Lemma 8.6. We have

G̃ = A⊥BN . (8.17)

Here A⊥ is considered as a map from KN to Kn+1.

26



Proof. We abbreviate A⊥BN to G0. Again using the first n + 1 columns
of A⊥ it is easily seen that lBn+1 ⊆ A⊥BN and clearly A⊥BN ⊆ Bn+1.
Therefore G0 is a Z-module of rank D. Now let us calculate the dual group
of G0

G̃0 = {α ∈ Kn+1;Tr(αtA⊥β) ∈ Z for all β ∈ BN} (8.18)

where of course α and β are both columns. First consider G̃0A
⊥ being

the set of (αtA⊥)t with α ∈ Kn+1 and Tr(αt(A⊥β)) ∈ Z for all β ∈ BN .
Clearly one has G̃0A

⊥ ⊆ Kn+1A⊥ and since

Tr(((αtA⊥)t)tβ) = Tr((αtA⊥)β) = Tr(αt(A⊥β)) (8.19)

we see that G̃0A
⊥ ⊆ B̃N where B̃N denotes the dual of BN in KN with

respect to the analogue of (8.15). Hence G̃0A
⊥ ⊆ B̃N ∩Kn+1A⊥. On the

other hand supposeα ∈ Kn+1 with (αtA⊥)t ∈ B̃N . Then (8.19) implies that
α is in G̃0 and so (αtA⊥)t ∈ G̃0A

⊥. So we conclude G̃0A
⊥ ⊇ B̃N∩Kn+1A⊥.

Combining both inclusions yields

G̃0A
⊥ = B̃N ∩Kn+1A⊥.

It follows easily using the injectivity of the map z −→ (ztA⊥)t that

G̃0 = B̃NA⊥
−1
.

By (8.14) and (8.16) it is clear that ÃN = BN where again ÃN denotes the

dual of AN in KN . By Lemma 8.4 we have
˜̃
AN = AN . So B̃N = AN and

it follows that G̃0 = ANA⊥
−1 = G. Appealing once more to Lemma 8.4 we

obtain G0 = G̃ - exactly the claim. 2

We are now in a position to compute the determinant of the lattice
ΛN (A).

Lemma 8.7. Let A 6= 0 be a fractional ideal in K. Then we have

det ΛN (A) = (2−sNA
√
|∆K |)n+1Hfin(A⊥)d.

Proof. By Lemma 8.6 and Lemma 8.5 we get

[ANA⊥
−1

: An+1] = [Bn+1 : A⊥BN ].
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Now

Hfin(A⊥)d = [On+1 : A⊥ON ]−1

by Lemma 2.1 (p.111) in [11]. But here O can be replaced by any non-zero
fractional ideal, which comes out of [11] immediately after equation (2.25)
(p.114). We conclude

det ΛN (A) =
detσ(An+1)

[ANA⊥
−1 : An+1]

= (2−sNA
√
|∆K |)n+1Hfin(A⊥)d.

2

So the ∆N (D) in (4.8) are all equal to

(2−s
√
|∆K |)n+1Hfin(A⊥)d.

Hence by (4.9)

V fin
N = Hfin(A⊥)−d.

8.3 Completion of the proof

Now the height of V is defined as the height of the vector space S. But
H2(S) = H2(A) and H2(S⊥) = H2(A⊥) also by definition, and the duality
for heights of subspaces says H2(S⊥) = H2(S). Finally (8.1) comes out after
we recall H2(A⊥) = Hfin(A⊥)H inf (A⊥). This finishes the proof of Theorem
1.1.
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