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Abstract. What is the probability for a number field of composite
degree en to have a nontrivial subfield? As the reader might expect
the answer heavily depends on the interpretation of probability. We
show that if the fields are enumerated by the smallest height of their
generators the probability is zero, at least if en > 6. This is in contrast
to what one expects when the fields are enumerated by the discriminant.
The main result of this article is an estimate for the number of algebraic
numbers of degree en and bounded height which generate a field that
contains an unspecified subfield of degree e. If n > max{e2 + e, 10} we
get the correct asymptotics as the height tends to infinity.

1. Introduction and results

The most natural way to enumerate number fields of fixed degree is

probably by their discriminant ∆ or the modulus thereof. For positive

integers e and n let ∆(en,X) be the number of field extensions F of Q of

degree en in an algebraic closure Q with |∆F | ≤ X. The asymptotics are

predicted by a classical conjecture (possibly due to Linnik) but proved only

for degree en = 2, 3, 4, 5.

Conjecture 1.1. Suppose en > 1. Then there exists a positive constant cen

such that as X tends to infinity

∆(en,X) = cenX + o(X).

Linnik’s Conjecture is usually stated in a more general form which as-

serts that for any number field K the number of field extensions F of K

of relative degree n satisfying |∆F | ≤ X is given by cK,nX + o(X) for a

positive constant cK,n.

Let G be a subgroup of the symmetric group Sen containing a subgroup

of index en. Malle [2] has given conjectural asymptotics for ∆G(en,X), the

number of fields in Q of degree en whose Galois closure has Galois group

isomorphic to G and whose modulus of the discriminant is not larger than

X. Klüners [8] found counterexamples to Malle’s conjecture but a slight

adjustement of the conjecture proposed by Türkelli [14] seems promising.
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But once again this is proved only in very special cases. Bhargava’s work

[2] implies ∆S4(4, X) ∼ λX for

λ =
5

6

∏
p

(
1 +

1

p2
− 1

p3
− 1

p4

)
= 1.01389....

And according to Cohen, Diaz y Diaz and Olivier [6] the number with

Dihedral group ∆D4(4, X) is ∼ µX where µ = 0.1046520224.... A quartic

field has a quadratic subfield if and only if its Galois closure is D4 or an

abelian group of order four. Bailey [1] and Wong [18] have shown that

∆G(4, X) = o(X) for G = A4 and abelian groups G of order four. Thus

when we enumerate the quartic fields by the modulus of their discriminant

the probability that a quartic field has a quadratic subfield is the positive

number
µ

µ+ λ
= 0.09356....

Suppose the (generalized) Linnik Conjecture is true. We fix a number field

K of degree e and then we count extensions F of K of relative degree n

satisfying |∆F | ≤ X. In this way we conclude that the lower density for

the set of fields of degree en that contain a subfield of degree e is positive;

of course here density is understood with respect to the modulus of the

discriminant. Hence when enumerated by the modulus of the discriminant

the (”lower“) probability that a field of degree en has a subfield of degree e

remains positive, subject to the (generalized) Linnik Conjecture.

This is in stark contrast to the situation when one enumerates by the

following, also classical, invariant

π(F ) = inf
α

Q(α)=F

|Dα|.

Here Dα is the unique minimal polynomial of α in Z[x] with positive leading

coefficient and coprime coefficients and |Dα| denotes the maximum norm of

the coefficient vector. The quantity |Dα| is sometimes referred to as the

naive height of α. We define the counting function π(e, n,X) as the number

of fields F ⊆ Q of degree en that contain a subfield of degree e and satisfy

π(F ) ≤ X.

In this note we shed some light on the distribution of number fields

by counting generators. Let H be the absolute multiplicative Weil height

(or briefly the height) on Q, as defined in [3] p.16. A result of Masser and

Vaaler (Theorem in [10]) gives the asymptotics for the number of generators

of degree en with bounded height. We extend Masser and Vaaler’s result

by estimating Z(e, n,X) which counts the numbers with height at most X
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generating a field of degree en that contains a subfield of degree e

Z(e, n,X) = |{α ∈ Q; [Q(α) : Q] = en,Q(α) contains a field of degree e, H(α) ≤ X}|.

Our first result is a simple by-product of the proof of our main result The-

orem 1.2 combined with a result of Schmidt, and gives an upper bound for

Z(e, n,X).

Theorem 1.1. With c = n · 2e(n2+ne+2e+n+13)+n2+10n and X > 0 we have

Z(e, n,X) ≤ cXen(n+e).

The invariant δ(F ) = inf{H(α);F = Q(α)} plays a crucial role in the

proofs. If α is an algebraic number of degree en then H(α)en = M(Dα)

where M denotes the Mahler measure (see [3] p.22 or [11] p.434 for a defi-

nition). A crude estimate comparing M(Dα) and |Dα| gives

(2−1H(α))en ≤ |Dα| ≤ (2H(α))en(1.1)

and hence

(2−1δ(F ))en ≤ π(F ) ≤ (2δ(F ))en.

We therefore conclude from Theorem 1.1

π(e, n,X) ≤ c · 2en(n+e)Xn+e.

On the other hand Corollary 5.1 in [16] yields

π(1, en,X) ≥ CenX
en−1

for a positive constant Cen and X ≥ X0(en). Combining these two esti-

mates we find: when ordered by the invariant π the probability that a field

F of degree en has a subfield different from Q and F is zero, at least for

en > 6.

Another consequence of Theorem 1.1 concerns polynomials with certain

Galois groups. Let f in Z[x] be irreducible of degree en. Since Van der

Waerden [15] it is known that almost all polynomials f have the full sym-

metric group Sen as Galois group when enumerated by the maximum norm

of the coefficient vector. That is any root α of f generates a field L = Q(α)

whose Galois closure FG has Galois group Sen over Q. The group corre-

sponding to F is some Sen−1. It is easy to see that there is no group lying

strictly between these two groups. This means that F/Q has no proper

intermediate field in this case. Van der Waerden’s result can be further

quantified through sharpenings of the Hilbert Irreducibility Theorem. A

general version due to S.D. Cohen ([5] Theorem 2.1) gives an upper bound

of order Xen+1/2 logX for the number of exceptional polynomials. Gallagher

and Dietmann [7] improved the exponent en+ 1/2 for en = 4, 5. It is likely
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that the exponent en+ 1/2 can always be improved but this might be hard

to achieve in general. However, under the stronger condition that there ex-

ists a proper intermediate field Theorem 1.1 in combination with (1.1) tells

us that the exponent en+ 1/2 can be reduced to en/2 + 2.

So much for the consequences of the proof of our main result. We now

come to the main result itself. As already mentioned it asymptotically

estimates the counting function Z(e, n,X) as the height bound X tends to

infinity. To state the result we have to introduce further notation. In [11]

Masser and Vaaler defined the following two quantities

VR(n) = (n+ 1)l
l∏

i=1

(2i)n−2i

(2i+ 1)n+1−2i

where l = [(n− 1)/2] and the empty product is interpreted as 1 and

VC(n) =
(n+ 1)n+1

((n+ 1)!)2
.

These formulae give the volumes of the unit balls in Rn+1 and Cn+1 with

respect to the Mahler measure distance function and have been calculated

by Chern and Vaaler in [4]. We also need the Schanuel constant SK(n) for

a number field K, defined as follows

SK(n) =
hKRK

wKζK(n+ 1)

(
2rK (2π)sK√
|∆K |

)n+1

(n+ 1)rK+sK−1.(1.2)

Here hK is the class number, RK the regulator, wK the number of roots of

unity in K, ζK the Dedekind zeta-function of K, ∆K the discriminant, rK

is the number of real embeddings of K and sK is the number of pairs of

distinct complex conjugate embeddings of K.

All fields are considered to lie in a fixed algebraic closure Q. It will be

convenient to use Landau’s O-notation. For non-negative real functions

f(X), g(X), h(X) we say that f(X) = g(X) + O(h(X)) as X > X0 tends

to infinity if there is a constant C0 such that |f(X)− g(X)| ≤ C0h(X) for

each X > X0. Now we can state the main result.

Theorem 1.2. Suppose n > max{e2 + e, 10}. Then as X > 0 tends to

infinity we have

Z(e, n,X) =

(∑
K

nVR(n)rKVC(n)sKSK(n)

)
Xen(n+1) +O(Xen(n+1)−n),

(1.3)

where the sum runs over all number fields of degree e and the implied con-

stant in the O-term depends only on e and n.
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The above theorem states implicitly, subject to the constraints on e and

n, that the sum on the right hand-side of (1.3) converges. Notice that by

Masser and Vaaler’s Theorem [10] (or its generalization from Q to arbitrary

ground fields in [11])

Z(1, en,X) = Z(en, 1, X) = enVR(en)SQ(en)Xen(en+1) +O(X(en)2L).

So for instance the asymptotics for the numbers of degree 22 involve X506

whereas those for the numbers that generate a field which contains a qua-

dratic subfield involve only X264.

If each divisor > 1 of n is larger than e we can relax the constraints on

e and n.

Theorem 1.3. Suppose l > 1 and l|n implies l > e and suppose n >

max{6e− 6, 10}. Then as X > 0 tends to infinity we have

Z(e, n,X) =

(∑
K

nVR(n)rKVC(n)sKSK(n)

)
Xen(n+1) +O(Xen(n+1)−n)

where the sum runs over all number fields of degree e. The implied constant

in the O-term depends only on e and n.

Our proof strategy for Theorem 1.2 can be roughly (and oversimplified)

described as follows. First fix a field K of degree e and count those num-

bers having degree n over K and degree en over Q. Combining ideas of

Masser and Vaaler from [11] and of the author’s works [17] and [16] this can

be achieved by counting monic polynomials xn + α1x
n−1 + ...+ αn in K[x]

with K = Q(α1, ..., αn) and with bounded Mahler measure. For the error

term one has to take into account the reducible polynomials and also the

polynomials irreducible over K but reducible over the Galois closure of K.

Then we sum these estimates over all fields K of degree e. This requires

that the emerging error terms converge when summed over all fields K.

The error terms are expressed using the invariant δ(K), because they have

better summatory properties than the discriminant.

We can use the same ideas to prove asymptotic results for

Z(e,m, n,X) = |{α ∈ Q; [Q(α) : Q] = emn,H(α) ≤ X,

Q(α) contains a field of degree e and a field of degree em}|.

We state just one particularly simple result.
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Theorem 1.4. Suppose l > 1 and l|n implies l > em and suppose n >

max{6em− 6, 10}. Then as X > 0 tends to infinity we have

Z(e,m, n,X) =

(∑
K

nVR(n)rKVC(n)sKSK(n)

)
Xemn(n+1) +O(Xemn(n+1)−n)

where the sum runs over all number fields of degree em that contain a sub-

field of degree e.

Notice that under the above conditions on e,m and n the functions

Z(1, em, n,X) and Z(e,m, n,X) both have order of magnitude Xemn(n+1)

whereas Z(1, 1, emn,X) has order of magnitude Xemn(emn+1).

Let us mention one final side product of the proof of Theorem 1.2. We

obtain a version of Theorem in [11] with particular good error term regard-

ing the ground field K under the necessary condition that we exclude those

numbers that have also degree n over a proper subfield k of K.

Theorem 1.5. Let K be a number field of degree e. Then as X > 0 tends

to infinity the number of elements β in Q with

[K(β) : K] = n,

k ⊆ K and [k(β) : k] = n =⇒ k = K,(1.4)

H(β) ≤ X

is

nVR(n)rKVC(n)sKSK(n)Xen(n+1) +O(δ(K)−
e
2
(n−max{4e−8,2e−3})+1.1Xen(n+1)−nL)

where L = 1 unless en = 1 or en = 2 in which case L = log(X + 2). The

constant in O depends only on e and n.

If e and n > max{4e − 8, 2} are fixed then the constant in the error

term goes rapidly to zero as the fields K become more complicated. The

additive constant 1.1 in the exponent on δ(K) has no particular significance

and could be replaced by any other value > 1.

For e = 1 or n = 1 Theorem 1.1 is covered by Schmidt’s Theorem in [12].

The cases e = 1 in Theorem 1.2, Theorem 1.3 and Theorem 1.5 are all

covered by Masser and Vaaler’s Theorem in [10] and the case n = 1 in

Theorem 1.5 counts generators α ∈ K with bounded height and thus is

covered by a special case of Corollary 3.2 in [17] (which we cite as Theorem

4.1 in Section 4). Finally the cases e = 1 or m = 1 in Theorem 1.4 are

covered by Theorem 1.3. We emphasize that our work neither gives a proof

of Schmidt’s nor a new proof of Masser and Vaaler’s result but rather uses

their method and ideas in combination with the work done in [17] and [16]
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to extend these results.

Throughout this article X and T denote positive real numbers.
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2. Reformulation of Theorem 1.2 step one

Let K be a number field of degree e. We define

ZK(e, n,X) = |{β ∈ Q; [Q(β) : Q] = en, [K(β) : K] = n,H(β) ≤ X}|.

If β ∈ Q with [Q(β) : Q] = en and Q(β) contains the field K of degree e

then [K(β) : K] = n. Therefore

Z(e, n,X) ≤
∑
K

ZK(e, n,X),(2.1)

where K runs over all fields of degree e. On the other hand if β is in Q
with [K(β) : K] = n and [Q(β) : Q] = en then Q(β) contains the field K

of degree e. However, some elements β may be counted for several different

fields K on the right hand-side of (2.1). To keep track of these multiply

counted numbers we have to introduce two further quantities.

Z(e, n,X) =

|{β ∈ Q; [Q(β) : Q] = en,

Q(β) contains more than one field of degree e,H(β) ≤ X}|,

ZK(m,n,X) =

|{β ∈ Q; [Q(β) : Q] = en, [K(β) : K] = n,

Q(β) contains more than one field of degree e,H(β) ≤ X}|.

For all e, n we have

Z(e, n,X) =
∑
K

(
ZK(e, n,X)− ZK(e, n,X)

)
+ Z(e, n,X).(2.2)

where K runs over all fields of degree e. Moreover

Z(e, n,X) ≤
∑
K

ZK(e, n,X) ≤ 2enZ(e, n,X).(2.3)

The first inequality is obvious the second one holds because every field of

degree en contains at most 2en subfields.
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Now suppose Q(β) contains more than one subfield of degree e. So the

composite field of two different subfields of degree e lies in Q(β). But this

composite field has degree le where l | n and l ∈ {2, 3, ..., e}. Hence by (2.1)

Z(e, n,X) ≤
∑
l|n

1<l≤e

Z(le, n/l,X) ≤
∑
l|n

1<l≤e

∑
F

[F :Q]=le

ZF (le, n/l,X).

Together with (2.2) and (2.3) we get

Z(e, n,X) =
∑
K

[K:Q]=e

ZK(e, n,X) +O

∑
l|n

1<l≤e

∑
F

[F :Q]=le

ZF (le, n/l,X)

(2.4)

The sums in (2.4) can essentially be reduced to the counting of projective

points P in Pn of degree e with HN (P ) ≤ X for a certain adelic-Lipschitz

height HN . The next section is devoted to the basic definitions of this

concept and the necessary results to derive the statements of this article.

3. Adelic-Lipschitz systems and adelic-Lipschitz heights

This section is (in fact in a more general form) contained in [16]. How-

ever, for convenience of the reader we recall the general concept of an adelic-

Lipschitz system and its basic definitions.

3.1. Adelic-Lipschitz systems on a number field. Let r be the number

of real embeddings and s the number of pairs of complex conjugate embed-

dings of K so that e = r + 2s. Recall that MK denotes the set of places

of K. For every place v we fix a completion Kv of K at v and we write

dv = [Kv : Qv] with Qv being the completion with respect to the place that

extends to v. A place v in MK corresponds either to a non-zero prime ideal

pv in the ring of integers OK or to an embedding σ of K into C. If v comes

from a prime ideal we call v a finite or non-archimedean place and denote

this by v - ∞ and if v corresponds to an embedding we say v is an infinite

or archimedean place and denote this by v | ∞. For each place in MK we

choose a representative | · |v, normalized in the following way: if v is finite

and α 6= 0 we set by convention

|α|v = Np
− ordpv (αOK )

dv
v

where Npv denotes the norm of pv from K to Q and ordpv(αOK) is the

power of pv in the prime ideal decomposition of the fractional ideal αOK .

Moreover we set

|0|v = 0.

And if v is infinite and corresponds to an embedding σ : K ↪→ C we define

|α|v = |σ(α)|.
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The value set of v, Γv := {|α|v;α ∈ Kv} is equal to [0,∞) if v is archimedean,

and to

{0, (Npv)
0, (Npv)

±1/dv , (Npv)
±2/dv , ...}

if v is non-archimedean. For v | ∞ we identify Kv with R or C respectively

and we identify C with R2 via ξ −→ (<(ξ),=(ξ)) where we used < for the

real and = for the imaginary part of a complex number.

For a vector x in Rn we write |x| for the euclidean length of x.

Definition 1. Let M and D > 1 be positive integers and let L be a non-

negative real. We say that a set S is in Lip(D,M,L) if S is a subset of RD,

and if there are M maps φ1, ..., φM : [0, 1]D−1 −→ RD satisfying a Lipschitz

condition

|φi(x)− φi(y)| ≤ L|x− y| for x,y ∈ [0, 1]D−1, i = 1, ...,M

such that S is covered by the images of the maps φi.

We call L a Lipschitz constant for the maps φi. By definition the empty

set lies in Lip(D,M,L) for any positive integers M and D > 1 and any

non-negative L.

Definition 2 (Adelic-Lipschitz system). An adelic-Lipschitz system (ALS)

NK on K (of dimension n) is a set of continuous maps

Nv : Kn+1
v → Γv v ∈MK

such that for v ∈MK we have

(i) Nv(z) = 0 if and only if z = 0,

(ii) Nv(ωz) = |ω|vNv(z) for all ω in Kv and all z in Kn+1
v ,

(iii) if v | ∞: {z;Nv(z) = 1} is in Lip(dv(n+ 1),Mv, Lv) for some Mv, Lv,

(iv) if v -∞: Nv(z1 + z2) ≤ max{Nv(z1), Nv(z2)} for all z1, z2 in Kn+1
v .

Moreover we assume that

Nv(z) = max{|z0|v, ..., |zn|v}(3.1)

for all but a finite number of v ∈MK . To deduce our results we will use

an ALS with (3.1) for all finite places v. This simplifies the notation and

arguments in the sequal considerably. Therefore we assume from now on

Nv(z) = max{|z0|v, ..., |zn|v} for all v -∞.(3.2)

So the functions Nv with v - ∞ are as in Masser and Vaaler’s [11] and the

subset of Nv with v | ∞ defines an (r, s)-Lipschitz system (of dimension n)

in the sense of [11]. However, opposed to Masser and Vaaler we will have

to define a uniform ALS on the collection of all number fields of degree e,
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as introduced in [16]. Therefore we will use the terminology of [16]. With

Mv and Lv from (iii) we define

MNK = max
v|∞

Mv,

LNK = max
v|∞

Lv.

The set defined in (iii) is the boundary of the set Bv = {z;Nv(z) < 1} and

therefore Bv is a bounded symmetric open star-body in Rn+1 or Cn+1 (see

also [11] p.431). In particular Bv has a finite volume Vv.

Let us consider the system where Nv is as in (3.1) for all places v. If v

is an infinite place then Bv is a cube for dv = 1 and the complex analogue

if dv = 2. Their boundaries are clearly in Lip(dv(n + 1),Mv, Lv) most nat-

urally with Mv = 2n + 2 maps and Lv = 2 if dv = 1 and with Mv = n + 1

maps and for example Lv = 2π
√

2n+ 1 if dv = 2. This system is called the

standard adelic-Lipschitz system.

We return to general adelic-Lipschitz systems. We claim that for any

v ∈MK there is a cv in the value group Γ∗v = Γv\{0} with

Nv(z) ≥ cv max{|z0|v, ..., |zn|v}(3.3)

for all z = (z0, ..., zn) in Kn+1
v . For if v is archimedean then Bv is bounded

open and it contains the origin. Since Γ∗v contains arbitrary small positive

numbers the claim follows by (ii). Now for v non-archimedean it is trivially

true by (3.2) and we can choose cv = 1.

So let NK be an ALS on K of dimension n. For every v in MK let cv be

an element of Γ∗v, such that cv ≤ 1 and (3.3) holds. Recall we can assume

cv = 1 for all finite places v. We define

Cfin
NK =

∏
v-∞

c
− dv

e
v = 1(3.4)

and

Cinf
NK = max

v|∞
{c−1
v } ≥ 1.

Multiplying the finite and the infinite part gives rise to another constant

CNK = Cfin
NKC

inf
NK .(3.5)

Besides MNK and LNK this is another important quantity for an ALS. We

say that NK is an ALS with associated constants CNK ,MNK , LNK .

In [17] and [16] we introduced for an ALS NK on K (of dimension n)

the quantity V fin
NK . This quantity depends only on the functions Nv in ALS
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with v -∞ and we have shown in [17] (first paragraph on p.11) and also in

[16] (just after equation (3.5)) that if (3.2) holds then V fin
NK = 1. Hence we

define

V fin
NK = 1.(3.6)

The infinite part is defined by

V inf
NK =

∏
v|∞

Vv.

By virtue of (3.3) we observe that

V inf
NK =

∏
v|∞

Vv ≤
∏
v|∞

(2Cinf
NK )dv(n+1) = (2Cinf

NK )e(n+1).

We multiply the finite and the infinite part to get a global volume

VNK = V inf
NK V

fin
NK .(3.7)

Note that from (3.4), (3.5), (3.6) and (3.7) we derive

VNK ≤ (2Cinf
NKC

fin
NK )e(n+1) = (2CNK )e(n+1).(3.8)

3.2. Adelic-Lipschitz heights on Pn(K). Let NK be an ALS on K of

dimension n. Write σv for the canonical embedding of K into Kv, extended

componentwise to Kn+1. Then the height HNK on Kn+1 is defined by

HNK (α) =
∏
v∈MK

Nv(σv(α))
dv
e .

Thanks to the product formula and (ii) from Subsection 3.1 HNK (α) does

not change if we multiply each coordinate of α with a fixed element of K∗.

Therefore HNK is well-defined on Pn(K) by setting

HNK (P ) = HNK (α)

where P = (α0 : ... : αn) ∈ Pn(K) and α = (α0, ..., αn) ∈ Kn+1. Multiplying

(3.3) over all places with suitable multiplicities yields

HNK (P ) ≥ C−1
NKH(P )(3.9)

for P ∈ Pn(K).

3.3. Adelic-Lipschitz systems on a collection of number fields. We

define Ce as the collection of all number fields K of degree e

Ce = {K ⊆ Q; [K : Q] = e}.

Let N be a collection of adelic-Lipschitz systems NK of dimension n - one

for each K of Ce. Then we call N an adelic-Lipschitz system (ALS) on Ce
of dimension n. We say N is a uniform ALS on Ce of dimension n with

associated constants CN ,MN , LN in R if the following holds: for each ALS
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NK of the collection N we can choose associated constants CNK ,MNK , LNK
satisfying

CNK ≤ CN , MNK ≤MN , LNK ≤ LN .

A standard example for a uniform ALS on Ce (of dimension n) is given as

follows: for each K in Ce choose the standard ALS on K (of dimension n)

so that Nv is as in (3.1) for each v in MK . For this system we may choose

CN = 1, MN = 2n+ 2 and LN = 2π
√

2n+ 1.

3.4. Adelic-Lipschitz heights on Pn(Q; e). Let P = (x0 : ... : xn) ∈
Pn(Q) and define Q(P ) = Q(..., xi/xj, ...) (0 ≤ i, j ≤ n; xj 6= 0). Then we

define the degree of P (over Q) as [Q(P ) : Q]. Write Pn(Q; e) for the set

of points P in Pn(Q) with [Q(P ) : Q] = e. Let N be an ALS of dimension

n on Ce. Now we can define heights on Pn(Q; e). Let P ∈ Pn(Q; e) so that

Q(P ) ∈ Ce. According to Subsection 3.2 we know that HNK (·) defines a

projective height on Pn(K) for each K in Ce. Now we define

HN (P ) = HNQ(P )
(P ).

If N is the standard adelic-Lipschitz system on Ce as defined in Subsection

3.3 then HN is simply the multiplicative Weil height H on Pn(Q) (as defined

in [3] p.16) restricted to Pn(Q; e).

4. Preliminary results

For K a number field let Pn(K/Q) be the set of primitive points in Pn(K)

Pn(K/Q) = {P ∈ Pn(K); Q(P ) = K}.

Let NK be an adelic-Lipschitz system of dimension n on K. Then HNK (·)
defines a height on Pn(K). Now (3.9) combined with Northcott’s Theorem

implies that the counting function

ZNK (Pn(K/Q), T ) = |{P ∈ Pn(K/Q);HNK (P ) ≤ T}|

is finite for all T in [0,∞). The main result Theorem 3.1 in [17] gives a

precise estimate for this counting function. Here we need only a special

case of Corollary 3.2 in [17] which by itself is a special case of Theorem 3.1

in [17]. Recall the definitions of SK(n) from (1.2) and VNK from (3.7).

Theorem 4.1. Let K be number fields of degree e. Let NK be an adelic-

Lipschitz system of dimension n on K with associated constants CNK , LNK ,MNK
and write

ANK = M e
NK (CNK (LNK + 1))e(n+1)−1.
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Then as T > 0 tends to infinity we have

ZNK (Pn(K/Q), T ) =2−rK(n+1)π−sK(n+1)VNKSK(n)T e(n+1)

+O(ANKRKhKδ(K)−e(n+1)/2+1T e(n+1)−1L0)

where

L0 = log max{2, 2CNKT} if (n, e) = (1, 1) and L0 = 1 otherwise

and the implied constant in the O depends only on n and e.

Now let N be a uniform ALS on Ce of dimension n. Then HN (·) defines

a height on Pn(Q; e) and (3.9) implies for any P ∈ Pn(Q; e)

HN (P ) ≥ C−1
N H(P ).

Again by Northcott’s Theorem we conclude that the associated counting

function ZN (Pn(Q; e), T ) (which denotes the number of points P in Pn(Q; e)

with HN (P ) ≤ T ) is finite for all T in [0,∞). Bearing in mind the definitions

of SK(n) and VNK from (1.2) and (3.7) we define the sum

DN = DN (Q, e, n) =
∑
K∈Ce

2−rK(n+1)π−sK(n+1)VNKSK(n).(4.1)

We claim that the sum in (4.1) converges if n is large enough. Now we can

state the main result of [16]. Again we need only a simpler form and so we

state only this special case of the result.

Theorem 4.2. Let e, n be positive integers. Suppose N is a uniform adelic-

Lipschitz system of dimension n on Ce, the collection of all number fields of

degree e, with associated constants CN ,MN and LN . Write

AN = M e
N (CN (LN + 1))e(n+1)−1.

Suppose that either e = 1 or

n > 5e/2 + 4 + 2/e.

Then the sum in (4.1) converges and as T > 0 tends to infinity we have

ZN (Pn(Q; e), T ) = DNT
e(n+1) +O(ANT

e(n+1)−1L0),

where L0 = log max{2, 2CNT} if (e, n) = (1, 1) and L0 = 1 otherwise. The

constant in O depends only on e and n.

The following upper bounds are immediate consequences of Schmidt’s

Theorem in [12].

Lemma 4.1. Suppose NK is an adelic-Lipschitz system (of dimension n)

on K with associated constants CNK ,MNK , LNK . Then

ZNK (Pn(K), T ) ≤ c1(CNKT )e(n+1).(4.2)
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One can choose c1 = 2e(n+4)+n2+10n+11.

Now suppose N is a uniform adelic-Lipschitz system (of dimension n) on

Ce with associated constants CN ,MN , LN . Then

ZN (Pn(Q; e), T ) ≤ c2(CNT )e(e+n).(4.3)

Here one can choose c2 = 2e(e+n+3)+e2+n2+10e+10n.

Proof. By (3.9) we know HNK (P ) ≥ C−1
NKH(P ) for P ∈ Pn(K), and similar

for P ∈ Pn(Q, e) one has HN (P ) ≥ C−1
N H(P ). Thus the statements follow

from Theorem, inequality (1.4) in [12]. 2

We will also use Vinogradov’s notation A� B (or equivalently B � A)

meaning that there exists a positive constant c depending solely on e and

n (unless specified otherwise) such that A ≤ cB. We remind the reader to

the definition of the invariant δ(K) = inf{H(α);K = Q(α)}. The following

arguments will be used several times. It is therefore convenient to state

them as two individual lemmas.

Lemma 4.2. Let K be a number field of degree e > 1 and let P ∈ Pn(K)

with Q(P ) = K. Then

H(P ) ≥ 1

e(n+ 1)
δ(K),

δ(K) ≥ e−
1

2(e−1) |∆K |
1

2e(e−1) .

Proof. Let us start with the first inequality. Let P = (α0 : ... : αn)

then we can assume that one of the coordinates of P is 1. Hence K =

Q(α0, ..., αn). Now Lemma 3.3 in [17] gives an element α =
∑n

i=0miαi

with 0 ≤ mi < e in Z and K = Q(α). Therefore H(α) ≥ δ(K), and a

straightforward computation shows that H(α) ≤ e(n+1)H(P ). This proves

the first inequality. The second inequality is a a special case of Silverman’s

inequality (Theorem 2 in [13]), but see also (4.10) and (4.12) in [16] (with

k = Q and m = 1) for more details. 2

Lemma 4.3. Let η be a real number satisfying η < −e(e + 1). Then we

have ∑
K∈Ce

δ(K)η �η 1.

Proof. This lemma is an immediate consequence of Lemma 4.1 and Lemma

4.3 in [16]. 2

5. Reformulation of Theorem 1.2 step two: choosing the

right Adelic Lipschitz system

Let M be the Mahler measure on polynomials in one variable with com-

plex coefficients as in [11]. For each number field F we define an ALS (of
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dimension n) denoted by N ′F by choosing

Nv(z0, ..., zn) = M(z0x
n + ...+ zn) (v | ∞),

Nv(z0, ..., zn) = max{|z0|v, ..., |zn|v} (v -∞).(5.1)

Here v runs over all places in MF . Masser und Vaaler have shown that M

satisfies (i), (ii), (iii) from Definition 2 and with Nv as in (5.1) clearly (iv)

is satisfied as well. Therefore HN ′F defines an adelic-Lipschitz height height

on Pn(F ). Now Mv and Lv depend on v (and n), but more precisely they

depend only on dv ∈ {1, 2} (and n). Hence MN ′F and LN ′F can be chosen

independently of F , depending solely on n. Recall the definition of cv from

(3.3) in Section 3.1. For v - ∞ we have cv = 1 and for v|∞ we may use

cv = 2−n (see [9] Lemma 2.2 p.56). Hence we may set

CN ′F = 2n.

So we have shown that we can choose associated constants CN ′F = 2n, MN ′F
and LN ′F of the adelic-Lipschitz system N ′F depending only on n.

Now let K run over all fields in Ce. The collection of adelic-Lipschitz

systems N ′K , one for each number field in Ce, defines an adelic-Lipschitz

system denoted by N ′ on Ce. Then the corresponding height HN ′ is defined

on Pn(Q; e). Furthermore we just have seen that the associated constants

CN ′K = 2n,MN ′K , LN ′K of N ′K may be chosen uniformly, depending solely

on n. Thus N ′ defines a uniform ALS on Ce with associated constants

CN ′ = 2n,MN ′ , LN ′ .

The proofs of our results require also the analogous heights to HN ′K and

HN ′ on Pn but with n replaced by smaller values. By abuse of notation we

will use the same symbols HN ′K and HN ′ for the analogous heights on e.g.

Pn−1. But this will cause no confusion.

We have a 1 : 1-correspondence between monic polynomials in K[x] of

degree not exceeding n and Pn(K)

f0x
n + ...+ f1x+ fn ←→ (f0 : ... : fn).

In this way HN ′K can be considered as a function on the monic polynomials

in K[x] of degree ≤ n. In this case we will use M0 instead of HN ′K , so that

M0(f) = HN ′K (Pf ), where Pf = (f0 : ... : fn) and f = f0x
n + ... + fn.

However, we have also to count monic polynomials whose coefficents do not

lie in K. Therefore it is convenient to notice that M0 provides a definition

on non-zero polynomials in Q[x] of degree at most n. This can be seen in

the following way; if F is any number field containing the coefficients of the
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non-zero polynomial f = α0x
n + ...+ αn then we set

M0(f) = HN ′F (Pf ) =
∏
v∈MF

Nv(σv(α0), ..., σv(αn))dv/[F :Q].

But just as for the usual Weil height it is easy to see that this definition

does not depend on the field F containing the coordinates and thus M0 is

well-defined on the non-zero polynomials in Q[x] of degree at most n. The

Mahler measure M is multiplicative which together with Gauss’ Lemma

implies

M0(gh) = M0(g)M0(h)(5.2)

for g, h in Q[x]\0 with deg gh ≤ n.

In the next section we shall see that the proofs of all the theorems can

essentially be reduced to finding (asymptotic) estimates for ZN ′(Pn(Q; e), T )

as given in Theorem 4.2.

6. Proofs of the Theorems

We remind the reader that K denotes a number field of degree e. As

mentioned in the introduction for e = 1 or n = 1 all our theorems are

covered by results of Schmidt [12], Masser and Vaaler [10], [11] and the

author [17]. From now on we assume

e > 1 and n > 1.

We start with the set

MK(n, T ) = {f ∈ K[x]; f monic, deg f ≤ n,Q(Pf ) = K,M0(f) ≤ T}.

Recall that Pn(K/Q) is the set of primitive points in Pn(K) and ZN ′K (Pn(K/Q), T )

is its counting function with respect to HN ′K . Then of course

|MK(n, T )| = ZN ′K (Pn(K/Q), T ).(6.1)

For any f in MK(n, T ) one has

T ≥M0(f) = HN ′K (Pf ).

Moreover we knowHN ′K (Pf ) ≥ C−1
N ′K
H(Pf ) = 2−nH(Pf ). Now f ∈MK(n, T )

implies K = Q(Pf ) and hence we can apply Lemma 4.2 to deduce

H(Pf ) ≥
1

e(n+ 1)
δ(K).

Note also that the Mahler measure of a monic polynomial is at least 1 and

therefore M0(f) ≥ 1. So whenever MK(n, T ) is non-empty we have

T ≥ 1,(6.2)

T ≥ δ(K)

2ne(n+ 1)
� δ(K).(6.3)
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For a subfield k of K let Homk(K) be the set of k-invariant field homomor-

phisms from K to its Galois closure KG over Q.

Let M(cp)
K (n, T ) be the set of all monic, irreducible polynomials f of de-

gree n in K[x], with σf are pairwise coprime as σ runs over HomQ(K)

and M0(f) ≤ T . Here the homomorphisms σ act on the coefficients of

the polynomials. Note that the coprimality of the polynomials σf implies

Q(Pf ) = K. Hence

M(cp)
K (n, T ) = {f ∈MK(n, T )\MK(n− 1, T ); f irreducible over K,

σf pairwise coprime (σ ∈ HomQ(K))}.

Lemma 6.1. We have

ZK(e, n,X) = n|M(cp)
K (n,Xn)|.(6.4)

Proof. We will show that the map that sends β to its monic minimal poly-

nomial over K defines a n : 1-correspondence between the set SK(e, n,X) =

{β ∈ Q; [Q(β) : Q] = en, [K(β) : K] = n,H(β) ≤ X} (corresponding to the

counting function ZK(e, n,X)) and the set M(cp)
K (n,Xn).

Let f be in K[x] irreducible with deg f = n. Then f has n zeros, they are

pairwise distinct and, of course, each of them has degree n over K. There-

fore we get a factor n. On the other hand every β with [K(β) : K] = n

is a zero of exactly one irreducible monic polynomial f in K[x]. We factor

f = (x− β1)...(x− βn). Then

M0(f) = M0(x− β1)...M0(x− βn).

Since f is irreducible all the zeros of f have the same height. But H(α) =

M0(x− α) for any α ∈ Q and so we get

M0(f) = H(β1)
n.(6.5)

This explains the power Xn.

Now let Dβ,Q be the monic minimal polynomial of β over Q. Then clearly

f |Dβ,Q. If the σf are not pairwise coprime then∏
HomQ(K)

σf,

which of course lies in Q[x]\Q, cannot be irreducible over Q. Hence [Q(β) :

Q] < |HomQ(K)| deg f = en which means β /∈ SK(e, n,X). Next we notice

that for any σ of HomQ(K) we have

σf |σDβ,Q = Dβ,Q|
∏

HomQ(K)

σf.

Now suppose the σf are pairwise coprime then∏
HomQ(K)

σf |Dβ,Q
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and we end up with [Q(β) : Q] = |HomQ(K)| deg f = en which shows

β ∈ SK(e, n,X). This completes the proof. 2

To count |M(cp)
K (n, T )| via |MK(n, T )| another two sets are required.

First we define the subset

M(red)
K (n, T ) = {f ∈MK(n, T )\MK(n− 1, T ); f reducible over K}.

So M(red)
K (n, T ) is the set of all monic reducible polynomials f of degree n

in K[x] with K = Q(Pf ) and M0(f) ≤ T . Finally let

M(ncp)
K (n, T ) = {f ∈MK(n, T )\MK(n− 1, T ); f irreducible over K,

σf not pairwise coprime (σ ∈ HomQ(K))}.

Immediately from the definition we get

M(cp)
K (n, T ) =MK(n, T )\

(
MK(n− 1, T ) ∪M(red)

K (n, T ) ∪M(ncp)
K (n, T )

)
.

(6.6)

In particular

|M(cp)
K (n, T )| ≤ |MK(n, T )|.(6.7)

From (6.1) we get∑
K∈Ce

|MK(n, T )| =
∑
K∈Ce

ZN ′K (Pn(K/Q), T ) = ZN ′(Pn(Q; e), T ).(6.8)

Now (2.1) and Lemma 6.1 yields

Z(e, n,X) ≤
∑
K∈Ce

ZK(e, n,X) = n
∑
K∈Ce

|M(cp)
K (n,Xn)|.

Taking into account (6.6) and (6.8) gives

Z(e, n,X) ≤ nZN ′(Pn(Q; e), Xn).(6.9)

In order to obtain asymptotic estimates more care is needed. Combining

(2.4), (6.4) and (6.6) we get as X > 0 tends to infinity

Z(e, n,X) = n
∑
K∈Ce

|MK(n,Xn)|+O(
∑
K∈Ce

|MK(n− 1, Xn)|)

+O(
∑
K∈Ce

|M(red)
K (n,Xn)|)

+O(
∑
K∈Ce

|M(ncp)
K (n,Xn)|)

+O(
∑
l|n

1<l≤e

∑
F∈Cle

|M(cp)
F (n/l,Xn/l)|).
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Applying (6.7) gives |M(cp)
F (n/l,Xn/l)| ≤ |MF (n/l,Xn/l)| and then apply-

ing (6.8) for the first, second and the last term yields

Z(e, n,X) = nZN ′(Pn(Q; e), Xn)+O(ZN ′(Pn−1(Q; e), Xn))(6.10)

+O(
∑
K∈Ce

|M(red)
K (n,Xn)|)(6.11)

+O(
∑
K∈Ce

|M(ncp)
K (n,Xn)|)(6.12)

+O(
∑
l|n

1<l≤e

ZN ′(Pn/l(Q; le), Xn/l)).(6.13)

To handle the error terms we need good uniform upper bounds for ZN ′F (Pn(F ), T )

and ZN ′F (Pn(F/Q), T ).

Lemma 6.2. Let F be a number field and let m ≤ n be a positive integer.

Then

ZN ′F (Pm(F ), T )�[F :Q] T
[F :Q](m+1).(6.14)

Proof. Recall that CN ′F = 2m and m ≤ n. Thus the statement follows from

(4.2) in Lemma 4.1. 2

Lemma 6.3. Let F be a number field and let m ≤ n be a positive integer.

Then

ZN ′F (Pm(F/Q), T )�[F :Q]
RFhF

δ(F )
[F :Q](m+1)

2

T [F :Q](m+1).(6.15)

Proof. The case F = Q is covered by the preceeding lemma, so we can

assume [F : Q] > 1. If ZN ′F (Pm(F/Q), T ) = 0 then the claim is certainly

true. Now assume ZN ′F (Pm(F/Q), T ) > 0. In this case we know from (6.1)

and (6.3) that T �[F :Q],m δ(F ). For [F : Q] > 1 Theorem 4.1 immediately

implies

ZN ′F (Pm(F/Q), T )�[F :Q],m,CN′
F
,MN′

F
,LN′

F

RFhF

|∆F |
(m+1)

2

VN ′FT
[F :Q](m+1)

+
RFhF

δ(F )
[F :Q](m+1)

2
−1
T [F :Q](m+1)−1.

Recall that CN ′F ,MN ′F , LN ′F depend only on m; but m ≤ n and thus they

are � 1. Therefore and due to (3.8) we have VN ′F � 1. Moreover we get

T �[F :Q] δ(F ) and hence

ZN ′F (Pm(F/Q), T )�[F :Q]
RFhF

|∆F |
(m+1)

2

T [F :Q](m+1) +
RFhF

δ(F )
[F :Q](n+1)

2

T [F :Q](m+1).

Now Lemma 4.5 in [16] gives |∆F | �[F :Q] δ(F )[F :Q]. This proves the lemma.2
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Note that by Siegel-Brauer’s Theorem RKhK � |∆K |1/2+1/(40e(e−1)) and

recall the inequality δ(K)� |∆K |
1

2e(e−1) from Lemma 4.2. Thus we get

RKhK � δ(K)e(e−1)+1/20.(6.16)

6.1. An upper bound for |M(red)
K (n, T )|. In this subsection we will prove

an upper bound for the number of polynomials f ∈ MK(n, T ) of degree n

that are reducible over K. Recall that by definition δ(K) ≥ 1 and by (6.2)

and (6.3) we can assume T ≥ 1 and T/δ(K)� 1.

Suppose f factors as

f = gh

where g, h are in K[x]\K and monic. Since K = Q(Pf ) ⊆ Q(Pg, Ph) ⊆ K

three cases may occur.

(A) : Q(Pg) = K, Q(Ph) = K,

(B) : Q(Pg) ( K, Q(Ph) = K,

(C) : Q(Pg) ( K, Q(Ph) ( K.

Let deg g = p so that 1 ≤ p ≤ n − 1 and deg h = n − p. Assume

M0(f) ≤ T . Now M0(f) ≥ 1 and hence there exists a positive integer i

such that 2i−1 ≤M0(g) < 2i and then the multiplicativity (5.2) of M0 gives

M0(h) ≤ 21−iT . For fixed i we will estimate the number of polynomials

f = gh in each of the three cases (A), (B) and (C) separately and then we

sum over all possible values for i, i.e. i = 1, ..., [log2 T ] + 1.

To simplify the notation we abbreviate δ(K) to δ.

We start with the case (A). Here we can assume by symmetry that

p ≤ n/2. To bound the number of polynomials f = gh we apply Lemma

6.3 with F = K. Thus for fixed i we get the upper bound

�
(
RKhKδ

− e
2
(p+1)(2i)e(p+1)

) (
RKhKδ

− e
2
(n−p+1)(21−iT )e(n−p+1)

)
= 2e(n−p+1)(2i)e(2p−n)(RKhK)2δ−

e
2
(n+2)T e(n−p+1)

for the number of f . Now if p < n/2 then
∑

i(2
i)e(2p−n) � 1 where the

sum runs over all values i = 1, ..., [log2 T ] + 1. So in this case we get the

upper bound

� (RKhK)2δ−
e
2
(n+2)T en

for the number of polynomials f = gh. Now suppose n = p/2. Then the

sum over i introduces an additional logarithm and we find the upper bound

� (RKhK)2δ−
e
2
(n+2)T e(n/2+1) log(T + 2)� (RKhK)2δ−

e
2
(n+2)T en.
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Next we use (6.16) to eliminate RKhK . This yields for the number in (A)

� δ−
e
2
(n−4e+6)+0.1T en.

Next we estimate the number of polynomials in (B). We proceed similar

as in (A). But here the situation is not symmetric hence we cannot assume

p ≤ n/2 and moreover we use (6.14) with F ( K to bound the number of

polynomials g. Note also that there are only ≤ 2e � 1 possibilities for F .

For fixed i this yields the upper bound

� RKhKδ
− e

2
(n−p+1)T e(n−p+1)2−

ie
2

(2n−3p+1).

Then summing over i = 1, ..., [log2 T ]+1 we obtain 3 different upper bounds

depending on whether 2n− 3p+ 1 > 0, 2n− 3p+ 1 = 0 or 2n− 3p+ 1 < 0.

Finally we use T/δ � 1 and (6.16) to deduce that also all of these 3 upper

bounds are covered by

� δ−
e
2
(n−4e+6)+0.1T en.

We are left with the case (C). Here we use (6.14) with F ( K to bound

the number of polynomials g and h. By symmetry we can assume p ≤ n/2.

Similar as in (A) we obtain the upper bound

� T
en
2 � T

en
2 (T/δ)

en
2 � δ−

e
2
(n−4e+6)+0.1T en.

Again we can multiply the error terms arising from (A), (B) and (C) with

(T/δ)a as long as a ≥ 0. We choose a such that the exponent on T is

e(n+ 1)− 1. Hence all three error terms are covered by

� δ(K)−
e
2
(n−4e+8)+1.1T e(n+1)−1.

Thus we have proven

|M(red)
K (n, T )| � δ(K)−

e
2
(n−4e+8)+1.1T e(n+1)−1.(6.17)

6.2. An upper bound for |M(ncp)
K (n, T )|. As in the previous subsection

we can assume T ≥ 1 and T/δ(K)� 1. Recall that KG is the Galois closure

of K over Q. Suppose f is in MK(n, T ) and irreducible over KG. Hence

for all σ ∈ HomQ(K) the σf are irreducible in KG[x] and since Q(Pf ) = K

they are pairwise distinct. Thus they are pairwise coprime. It follows

M(ncp)
K (n, T ) ⊆

(6.18)

{f ∈MK(n, T )\MK(n− 1, T ); f irreducible over K, f reducible over KG}.

So let f be as above; that is f ∈ K[x] monic, irreducible over K but

reducible over KG, deg f = n and Q(Pf ) = K. Let

f = g1...gs
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be its decomposition into prime factors in KG[x] (g1, ..., gs pairwise distinct,

monic) and let

F = K(Pg1)

be the field, gotten by adjoining the coefficients of g1 to K.

Lemma 6.4. We have

f =
∏

τ∈HomK(F )

τg1.

Proof. First notice that ∏
τ∈HomK(F )

τg1 ∈ K[x].

For τ as in the product above we have

τg1|τf = f.

Since Q(Pg1) = F the τg1 are pairwise distinct. For any such τ there is a σ

in Gal(KG/Q) with τg1 = σg1. But g1 is irreducible in KG[x] and so the σg1

are all irreducible in KG[x]. Thus the τg1 are irreducible pairwise distinct

divisors of f in KG[x] and therefore they are also pairwise coprime. This

yields ∏
τ∈HomK(F )

τg1|f.

The left-hand side is in K[x]\K and monic. Since f is monic and irreducible

over K they are equal. 2

Let f = (x − β1)...(x − βn) be the factorisation in Q[x]. The function

M0 is defined on polynomials in Q[x] of degree not larger than n and is

multiplicative. Therefore M0(f) = M0(x − β1)...M0(x − βn). Now f is

irreducible in K[x] so all the zeros have the same height or equivalently

M0(x − β1) = ... = M0(x − βn). In particular M0(g1) = M0(τg1) for all

τ ∈ HomK(F ). We conclude

T ≥M0(f) = M0(g1)
[F :K].

To bound the cardinality of the set in (6.18) above, we proceed as follows;

for any intermediate field F with K ( F ⊆ KG we estimate the number of

monic g ∈ F [x] with

deg g[F : K] = deg f = n(6.19)

M0(g) ≤ T
1

[F :K] .(6.20)

Then we sum these estimates over all fields F . Hence we have

|M(ncp)
K (n, T )| ≤

∑
F

K(F⊆KG

|{g ∈ F [x]; g monic , deg g =
n

[F : K]
,M0(g) ≤ T

1
[F :K]}|.
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Note that of course only fields F with [F : K] | n give a contribution to the

sum above. Hence we can assume [F : K] | n. Now clearly

ZN ′F (P
n

[F :K] (F ), T
1

[F :K] ) = |{g ∈ F [x]; g monic, deg g =
n

[F : K]
,M0(g) ≤ T

1
[F :K]}|

and thus

|M(ncp)
K (n, T )| ≤

∑
F

K(F⊆KG

ZN ′F (P
n

[F :K] (F ), T
1

[F :K] )

Applying Lemma 6.2, and not forgetting that by (6.19) [F : Q]� 1, yields

ZN ′F (P
n

[F :K] (F ), T
1

[F :K] )� T
[F :Q]
[F :K](

n
[F :K]

+1) = T e(
n

[F :K]
+1) ≤ T

en
2

+e.

The degree of KG is bounded from above by e!. Therefore the number of

intermediate fields F is bounded from above by 2e! � 1 and so we end up

with

|M(ncp)
K (n, T )| � T

en
2

+e.

As in the previous subsection we use (6.3) to deduce

|M(ncp)
K (n, T )| � δ(K)−

en
2

+1T e(n+1)−1

≤ δ(K)−
e
2
(n−4e+8)+1.1T e(n+1)−1.(6.21)

6.3. Proof of Theorem 1.1. Recall that N ′ defines a uniform ALS with

CN ′ = 2n. So (4.3) in Lemma 4.1 yields

ZN ′(Pn(Q; e), T ) ≤ c2(2
nT )e(n+e)

where c2 is defined in Lemma 4.1. This together with (6.9) yields immedi-

ately the following bound

Z(e, n,X) ≤ nc2(2X)en(n+e)

and thereby proves Theorem 1.1.

6.4. Proof of Theorem 1.2. Recall the fundamental equality (6.10). We

start with the first term on the right hand-side of (6.10). Note that n >

max{e2 + e, 10} ≥ 5e/2 + 4 + 2/e unless e = 3. But then 5e/2 + 4 + 2/e =

12+1/6 and e2+e = 12 and so n > max{e2+e, 10} implies n > 5e/2+4+2/e

always. Hence we can apply Theorem 4.2 to conclude

nZN ′(Pn(Q; e), Xn) = nDN ′(Q, e, n)Xen(n+1) +O(Xen(n+1)−n)(6.22)

where

DN ′(Q, e, n) =
∑
K∈Ce

2−rK(n+1)π−sK(n+1)VN ′KSK(n).(6.23)

From (3.7) we recall that VN ′K = V inf
N ′K

V fin
N ′K

. The volume V inf
N ′K

has been

computed by Masser und Vaaler in [11] p.435 (in their notation VN )

V inf
N ′K

= 2rK(n+1)πsK(n+1)VR(n)rKVC(n)sK .
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By definition (3.6) we have V fin
N ′K

= 1 and hence

VN ′K = 2rK(n+1)πsK(n+1)VR(n)rKVC(n)sK ,(6.24)

supporting our main term.

Next we consider the second term on the right hand-side of (6.10). We could

use Theorem 4.2 again, to get an upper bound for ZN ′(Pn−1(Q; e), Xn).

However, it is slightly better to proceed as follows. Clearly

ZN ′(Pn−1(Q; e), Xn) =
∑
K∈Ce

ZN ′K (Pn−1(K/Q), Xn).

Now from (6.15) and (6.16) we find

ZN ′K (Pn−1(K/Q), Xn)� RKhKδ(K)−en/2Xen(n−1)

� δ(K)−en/2+e(e−1)+0.05Xen(n−1).(6.25)

Next note that n > {e2 + e, 10} ≥ 4e. But n > 4e implies −en/2 + e(e −
1) + 0.05 < −e(e+ 1) and so we conclude by virtue of Lemma 4.3

ZN ′(Pn−1(Q; e), Xn)� Xen(n−1) � Xen(n+1)−n,(6.26)

where in the last inequality we used that we may assume X � 1 because

HN ′(P )� 1 for any P in Pn−1(Q; e).

Now appealing to (6.17) and (6.21) shows that the remaining terms coming

from (6.11) and (6.12) are bounded by

� Xen(n+1)−n
∑
K

δ(K)−
e
2
(n−4e+8)+1.1.

The latter sum is convergent by virtue of Lemma 4.3 provided − e
2
(n− 4e+

8)+1.1 < −e(e+1) or equivalently n > 6e−6+2.2/e. But n > {e2 +e, 10}
implies n > 6e− 6 + 2.2/e and so we have proved∑

K

|M(red)
K (n,Xn)|+

∑
K

|M(ncp)
K (n,Xn)| � Xen(n+1)−n.

To bound the last term in (6.13) we apply (4.3). Recalling CN ′ � 1 we find∑
l|n

1<l≤e

ZN ′(Pn/l(Q; le), Xn/l)�
∑
l|n

1<l≤e

Xen(le+n/l).

Again we may assume X � 1 because HN ′(P )� 1. Now for 2 ≤ l ≤ e we

have en(le+ n/l) ≤ en(n+ 1)− n provided n ≥ e2 + e+ 1/(e− 1). But by

hypothesis we have n > {e2 + e, 10} which implies n ≥ e2 + e + 1/(e − 1).

Hence ∑
l|n

1<l≤e

ZN (Pn/l(Q; le), Xn/l)� Xen(n+1)−n.

This completes the proof of Theorem 1.2.
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6.5. Proof of Theorem 1.3. Again we start with the equality (6.10).

Note that the extra condition on e and n in Theorem 1.3 implies that

the sum in (6.13) is empty. In the proof of Theorem 1.2 we have seen

that the O-terms in (6.10), (6.11) and (6.12) are bounded from above by

� Xen(n+1)−n, subject to n > max{5e/2 + 4 + 2/e, 4e, 6e − 6 + 2.2/e}.
But max{6e − 6 + 2.2/e, 10} ≥ max{5e/2 + 4 + 2/e, 4e} and clearly n >

max{6e− 6 + 2.2/e, 10} if and only if n > max{6e− 6, 10}. Therefore the

statement of the theorem follows from (6.22) and (6.23).

6.6. Proof of Theorem 1.4. We claim that

Z(e,m, n,X) =
∑
K

ZK(em, n,X)(6.27)

where the sum runs over fields K of degree em that contain a subfield of de-

gree e. Recall that SK(em, n,X) denotes the set counted by ZK(em, n,X)

and let S(e,m, n,X) denote the set counted by Z(e,m, n,X).

First we show ”≤“. Suppose β lies in S(e,m, n,X). Hence there exists a

field k ⊆ Q(β) and a field K ⊆ Q(β) with [k : Q] = e and [K : Q] = em.

Suppose k is not contained in K. Then Q(β), which has degree emn,

contains the field compositum of k and K which has degree lem for an l

satisfying 1 < l ≤ e ≤ em and l|n. But the latter contradicts the hy-

pothesis of Theorem 1.4. Hence each β in S(e,m, n,X) lies in at least one

SK(em, n,X). Now we prove the other inequality ”≥“. Of course each

β ∈ SK(em, n,X) lies in S(e,m, n,X). Now if β lies in SK(em, n,X) and

in SK′(em, n,X) then Q(β), which has degree emn, contains the field com-

positum of the two different fields K and K ′ which has degree lem for an

l satisfying 1 < l ≤ em and l|n; again this contradicts the hypothesis of

Theorem 1.4. This proves (6.27).

Recalling (6.1) and then applying Theorem 4.1 with (6.24) gives; as X > 0

tends to infinity

|MK(n,Xn)| = VR(n)rKVC(n)sKSK(n)Xemn(n+1)(6.28)

+O(RKhKδ(K)−em(n+1)/2+1Xemn(n+1)−n).(6.29)

And thanks to (6.16) the error term above is covered by

� δ(K)−
em
2

(n−2em+3)+1.05Xemn(n+1)−n.(6.30)

Applying Lemma 4.3 shows that the above error term converge when summed

over Cem and so in particular when summed over the subset of Cem of fields

containing a subfield of degree e. Recall the definition (1.2) of SK(n). Using

Siegel-Brauer’s Theorem, δ(K) �[K:Q] |∆K |1/(em) from Lemma 4.5 in [16]

and Lemma 4.3 we see that also the main term converge when summed over

the subset of Cem of fields containing a subfield of degree e.
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In the proof of Theorem 1.3 (but now with e replaced by em and Ce replaced

by the subset of Cem consisting of fields that contain a subfield of degree

e) we have seen that the remaining error terms coming from (6.6), namely

(6.10), (6.11) and (6.12), are covered by the error term in Theorem 1.4.

This completes the proof of Theorem 1.4.

As a final remark we point out that the condition n > max{6em − 6, 10}
could be slightly relaxed since we are summing over a thinner set than Cem.

6.7. Proof of Theorem 1.5. Let β be as in Theorem 1.5 and let f be the

monic minimal polynomial of β over K. Thus deg f = n, f is irreducible

over K and so f has exactly n pairwise distinct zeros. Moreover (1.4) is

equivalent to Q(Pf ) = K. We have seen in (6.5) that M0(f) = H(β)n. Thus

as X > 0 tends to infinity the number of elements β counted in Theorem

1.5 is given by

n|MK(n,Xn)|+O(|MK(n− 1, Xn)|) +O(|M(red)
K (n,Xn)|).(6.31)

From (6.28) and (6.30), but now with K of degree e instead of em, we get

as X > 0 tends to infinity

|MK(n,Xn)| = VR(n)rKVC(n)sKSK(n)Xen(n+1)

+O(δ(K)−
e
2
(n−2e+3)+1.05Xen(n+1)−n).

The error term above is not larger than the error term in Theorem 1.5. For

the first error term in (6.31) we refer to (6.25) and then we use (6.3). In this

way we see that the first error term in (6.31) is also covered by the error

term in Theorem 1.5. Finally due to (6.17) the last error term in (6.31) is

also covered by the error term in Theorem 1.5. This completes the proof of

Theorem 1.5.
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